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CLAIRE LIUKSILA
The term “sustainable development” was brought into common use in 1987 by the World Commission on Environment and Development (the Brundtland Commission). Calling for development that “meets the needs of the present generation without compromising the needs of future generations,” the Commission highlighted the need to simultaneously address developmental and environmental imperatives. Since then, substantial work has been undertaken by the World Bank and others to draw out the operational implications of the concept of sustainable development. This, for example, was the main theme of the World Bank’s World Development Report 1992 and the focus of a number of articles that appeared in the December 1993 issue of Finance & Development.
The learning process continues and, against the background of the World Bank’s Fourth Annual Environmentally Sustainable Development Conference, held in September 1996, it is timely to revisit the key challenges of environmentally sustainable development. Three particular issues stand out: food security and rural development; urbanization and pollution; and improvement of the living standards of the world’s poorest inhabitants. Indeed, the poor tend to be the hardest hit by environmental degradation and the least well-equipped to protect themselves; at the same time, they cause much of the damage to the environment because of short-term necessity, ignorance, and lack of resources.
In his overview, “Sustainable Development: From Theory to Practice,” Ismail Serageldin examines these challenges and provides an introduction to the other four articles featured in this issue that touch on environmentally sustainable development. It is encouraging that awareness of environmental issues is leading to action in many countries. As Serageldin notes,”… opportunities exist in all sectors to marry the forces of economic growth with those that support the foundations of sustainable development—wise resource management, equitable distribution of benefits, and reduction of negative effects on people and the environment from the process of economic growth.”
Claire Liuksila
Editor-in-Chief
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Claire Liuksila
ISMAIL SERAGELDIN
EVERYWHERE we look, achieving sustainable development is moving beyond rhetoric to action. Whether it is removing subsidies that damage the environment and cost the treasury scarce funds or defining new indicators of the direction and pace of environmental change, opportunities are being seized in all sectors to marry the forces of economic growth with those that support the foundations of sustainable development—wise resource management, equitable distribution of benefits, and reduction of negative effects on people and the environment from the process of economic growth.
The World Bank has been actively exploring the link between what were once thought of as mutually exclusive goals: rapid economic growth and an improved quality of the environment. We now have marshaled compelling evidence that a combination of sound policies, advance planning, and judicious investments can help us meet both goals. In fact, the experience of the past decade has clearly shown the positive synergies between growth and environmental improvement.
These themes are explored in the four papers that follow this introduction. Although the challenges are still daunting—over 800 million people worldwide are hungry because they cannot afford to buy the food that they need, and inadequate water supply and sanitation services create health problems for millions in the world’s rapidly growing megacities—we are identifying cost-effective solutions to many of these problems and are beginning to address the fundamental problems associated with empowering the poorest (who are often located in rural areas) to lift themselves out of poverty.
Andrew Steer identifies the principles of the “new environmentalism” that is taking root in a growing number of countries around the world. While many of these principles—set priorities carefully, incorporate environmental concerns from the start, concentrate on cost effectiveness, and take advantage of “win-win” opportunities—may now seem intuitive and straightforward, they stand in sharp contrast to the practice of environmental policymaking in industrial countries over the past three decades. While the new environmentalism gives strong emphasis to the careful analysis of costs and benefits, it also recognizes the vital importance of the political economy of achieving sustainability. Smart governments seeking to make real progress on the environment will build constituencies for change, involve local people, and invest in partnerships. The World Bank is now supporting environmental policy reform in almost seventy countries and has an active portfolio of environmental loans of more than $11 billion. Underpinning this support are the principles of the new environmentalism.
Wendy Ayres and Alex McCalla present some of the major themes from the Bank’s Fourth Annual Environmentally Sustainable Development (ESD) Conference, “Rural Well-Being From Vision to Action.” Globally, more than two billion people are at risk from nutrient deficiencies, and another billion are actually harmed by cognitive disabilities, blindness, or hunger. Reducing poverty and hunger requires fostering rural development in general and smallholder agriculture in particular. The policy program to achieve this includes adopting sound macroeconomic policies, liberalizing external trade, investing in new technologies, increasing the efficiency of irrigation, improving the management of the rural resource base, providing in frastructure, and—above all—removing inequities in public spending on health and education services.
Patricia Annez and Alfred Friendly report on the World Bank’s agenda for action following the Habitat II conference. By the start of the next century, eight of the earth’s ten megacities will be in developing countries. Priority actions to address the problems of urban growth include reducing emissions of lead and particulates; providing basic services, including clean water and sanitation, to slums; enabling private sector participation in the provision of these services; and making the finances of cities sustainable. Reform of urban government, including decentralized decision making, is key to taking these steps toward sustainability, as is the enhancement of opportunities for employment.
Finally, John Dixon and Kirk Hamilton suggest new answers to the question, “Where is the wealth of nations?” Building on pioneering efforts, the results of which were published by the World Bank in 1995, they estimate total wealth for over 100 countries as the sum of human resources (including social capital), produced assets, and natural resources. The new estimates differ to some extent from those published earlier, but the authors’ analysis still suggests that returns to human resources are the dominant form of wealth worldwide, while natural resources are more than 10 percent of wealth in most developing regions. Particularly important is the finding that agricultural land constitutes more than 80 percent of natural resource wealth in low income countries. These results, while preliminary, suggest that renewing emphasis on the sound management of agricultural land and building human capital should be policy priorities for developing countries.
Ismail Serageldin, a national of Egypt, is the World Bank’s Vice President, Environmentally Sustainable Development.
Ismail Serageldin
ANDREW STEER
A quiet revolution has been under way during the 1990s as environmental sustainability has gradually become an important theme in policymaking around the world.
RECENT years have witnessed a profound change in our understanding of the links between economic development and the natural environment. The key propositions of sustainable development laid out in the Brundtland Commission Report in 1987 and in the Rio de Janeiro Earth Summit’s Agenda 21 in 1992 were controversial at the time but are now broadly accepted—even among mainstream economic policymakers. Among such propositions are the following:
• there is a crucial and potentially positive link between economic development and the environment;
• the costs of inappropriate economic policies on the environment are very high;
• addressing environmental problems requires that poverty be reduced;
• economic growth must be guided by prices which incorporate environmental values; and
• since environmental problems pay no respect to borders, global and regional collaboration is sometimes needed to complement national and regional actions.
Broad acceptance of these propositions, however, has not assured their effective implementation. Most environmental problems continue to intensify, and in many countries there are few grounds for optimism. Nonetheless, in a growing number of other countries, awareness is leading to action, as policymakers begin to bring their money and political capital into line with their rhetoric. About 100 countries have now prepared national environmental strategies, and tangible changes in addressing environmental issues are apparent in about half this number.
Sixty-eight countries are currently receiving financial and technical support from the World Bank for environmental policy reforms and associated investments. Active Bank loans for these purposes currently total more than $11 billion. If co-financing and the countries’ own financing are added in, these investments total more than $25 billion. (See Chart 1 for trends in World Bank lending.)
Chart 1 World Bank financing for the environment: the active portfolio 1
Source: World Bank, Environment Department.
1 Active World Bank projects whose objectives are primarily environmental are included here, but Global Environment Facility projects are not. The number of projects approved in each financial year appears on top of the corresponding vertical bar. The total financing made available in each financial year is measured by the height of the corresponding vertical bar.
2 The World Bank’s fiscal years extend from July 1 of the preceding year to June 30 of the specified year. For example, fiscal year 1996 ran from July 1, 1995 to June 30, 1996.
These investments cover a wide variety of environmental problems, ranging from industrial pollution and coastal-zone management to protected-areas management and biodiversity conservation (see box). Despite this variety, however, some important common distinctions are becoming clear. A “new environmentalism” is emerging, as policies are being adopted that differ from those traditionally implemented by industrial nations. A recent review of the World Bank’s environmental lending portfolio identified ten principles undergirding this “new environmentalism.” Although these principles may seem straightforward and uncontroversial today, a decade ago they were not. And they stand in sharp contrast to most environmental policymaking in member countries of the Organization for Economic Cooperation and Development (OECD) over the past thirty years.
Andrew Steer, a UK national, is Director of the Environment Department, World Bank.
Principle 1: Set priorities carefully. The seriousness of environmental problems and the scarcity of financial resources have required tough prioritization and the phasing of remedial actions. The Eastern European Environmental Action Plan—prepared by the World Bank, the European Union, and all of the countries in the region—was a pioneering and influential effort in this regard. Based upon technical analysis of the health, productivity, and ecological impacts of environmental problems, the plan identifies the problems that must be addressed immediately. This approach differed radically from that of previous efforts to address Eastern Europe’s problems, which, by failing to establish priorities, favored a broad, shallow, and expensive approach to problems. Thailand was another pioneer in the field; when a priority-setting exercise in 1992 identified lead pollution as one of the country’s most critical problems, a full-scale effort was mobilized and leaded gasoline was phased out in just four years. Probably about 50 countries in the developing world have undertaken serious priority-setting exercises so far. The best of these combine the “sharp pencil” approach to carrying out analysis with participatory prioritization at the community level.
Principle 2: Make every dollar count. Most environmental policies, including the successful ones, have been unnecessarily expensive. Developing countries cannot afford the high-cost approaches traditionally used in industrial countries, and a new emphasis on cost-effectiveness is therefore taking root. Countries like Chile, the Czech Republic, and Mexico have led this effort. The new emphasis on cost-effectiveness is allowing much more to be achieved with limited resources. It requires a multidisciplinary approach—one that calls for environmental specialists and economists to work together to identify the lowest-cost methods of addressing key environmental problems. Chart 2 illustrates how this approach can help to reduce carbon emissions in Ukraine. It shows that the costs of different options for reducing these emissions vary substantially. The net costs of introducing gas metering and improving industrial efficiency are actually estimated to be negative, because in each case the value of the resulting energy savings exceeds the costs, while the costs of introducing coal-fired or gas-fired district heating are estimated to be both positive and substantial. By identifying a country’s least-cost options, the required reduction in its emissions can often be achieved at moderate, or even negative, cost. The effort to reduce Ukraine’s carbon emissions is just one of many such efforts currently under way.
Chart 2 Costs of reducing carbon emissions in Ukraine
Source: World Bank, 1994, Ukraine Energy Options Global Environment Analysis (Washington).
Principle 3: Harness “win-win” opportunities. Some gains in the environment will involve costs and trade-offs. Others can be achieved as by-products of policies designed to improve efficiency and reduce poverty. Given the scarcity of resources that can be devoted to solving environmental problems, the latter kind of policies should form the first line of attack.
Reducing subsidies on the use of natural resources is the most obvious “win-win” policy. There is some good news here: preliminary calculations suggest that energy subsidies in developing countries and Eastern Europe have fallen by about half (from around $200 billion per year) since the early 1990s. A growing number of countries, led by Bangladesh and Indonesia, have eliminated pesticide subsidies; and a surprising number of countries, including China and India, have begun to reduce subsidies on irrigation water, which accounts for more than 80 percent of all water use.
Clarifying and reallocating property rights is often another “win-win” policy. Countries such as Azerbaijan, Colombia, the Philippines, and South Africa are now embarked upon market-based and negotiated land reform, which, in turn, is expected to have beneficial impacts on the environment.
The World Bank is currently financing efforts by 62 countries to improve environmental management. Projects are of three types: those designed to address pollution and urban environmental problems, those addressing rural environmental issues, and those seeking to build in-country institutional capacity for environmental management.
World Bank’s portfolio of active environmental projects
(as of July 1996)
Source: World Bank, Environment Department.
1Typically includes capacity building, funds for on-lending to enterprises and agencies, direct investment in pollution prevention and abatement, and support for policy reform for improved environmental managment.
2Addressing issues including biodiversity conservation, management of forests, and conservation of land and water resources.
3Aimed at strengthening national and local environmental management capacity.
In addition to these three categories of environmental projects, the Bank also implements the Global Environment Facility (GEF) and the Montreal Protocol (MP). Over the past year, $126 million was committed for 15 new GEF projects, bringing the total GEF portfolio to $506 million for 59 projects over the four focal areas: Biodiversity, Climate Change, Ozone Depleting Substances (ODS) Phaseout, and International Waters. The MP portfolio has also grown during the same period and now totals $214 million approved for 461 subprojects.
Principle 4: Use market instruments where feasible. Market-based incentives to reduce environmental damage are best in principle and often in practice as well. They stand in sharp contrast to the traditional command-and-control and technology-driven regulations that have been the norm until recently. A number of developing countries are experimenting with innovative approaches involving emissions and effluent charges, market-based extraction charges, and tradable permits. For example, Chile and Peru have recently introduced new fishing laws involving tradable harvesting permits; China is enforcing new charges on sulfur dioxide emissions; Thailand is experimenting with performance bonds for hazardous waste; and Malaysia has recently strengthened its system of effluent charges.
Principle 5: Economize on administrative and regulatory capacity. In developing countries, administration and enforcement capacity is often as scarce as money. Many countries are recognizing that they cannot adopt the highly “enforcement-intensive” approaches of industrial countries and consequently are experimenting with more self-enforcing policies (such as deposit-refund schemes and performance bonds) and blunter instruments (such as fuel taxes or import bans on certain types of pesticide) with fewer points of intervention and are recognizing that nongovernmental and community groups can help foster compliance. Informed public opinion can also play a powerful role in exposing and holding accountable private firms and government agencies that abuse the environment. Recognizing this, in 1996, Indonesia, with support from the World Bank, introduced a five-star system for rating the environmental performance of industrial enterprises. Such public disclosure and public education campaigns can often have a much more powerful impact than more traditional regulatory approaches.
Principle 6: Work with the private sector, not against it. Recognizing their limited regulatory capacity and the need for accelerated private investment, many governments are switching from a control-dominated attitude toward the private sector to one that involves dialogue and negotiated, monitorable programs. In some countries, governments are working with private sector environmental leaders to encourage environmental improvements throughout the value chain (including supplying industries). Self-enforcement and independent certification schemes (such as ISO 14000, a system for certifying that companies have sound environmental management systems in place) are also playing a much larger role. Innovative ways are being found to catalyze private financial flows in the service of the environment. This year, for example, the World Bank Group’s International Finance Corporation (IFC) launched a Biodiversity Venture Capital Fund and is planning to launch similar funds to promote the use of renewable energy. Private finance is also being channeled into environment-improving activities, such as waste-treatment facilities and energy-efficiency improvement. The World Bank Group is helping to encourage this trend by providing partial risk guarantees and other instruments.
Principle 7: Involve citizens thoroughly. When a country’s environmental problems are addressed, the chances of success are greatly enhanced if local citizens are involved. This has been well known for years for rural programs and is now becoming equally evident in efforts to manage pollution and waste in urban areas.
Such involvement is needed for four reasons. First, local citizens are often better able than government officials to identify the priorities for action. Second, members of local communities often know about cost-effective solutions that are not available to governments. Third, the motivation and commitment of communities are often what sees an environmental project through to completion. This is especially true, for example, for soil conservation and afforestation projects. Whether one looks at the soil clubs of northeast Brazil in the 1980s or the Sahelian community-based land management programs of the 1990s, the message is clear: participation works! Programs are much more successful if they are developed with the beneficiaries rather than for them.
The fourth reason for citizen involvement is that it can help build constituencies for change. Most environmental reforms will be opposed by those who have benefited from the right to pollute and degrade without penalty. Following through on environmental reform therefore requires a public constituency for change to act as a counterweight. This is why a growing number of concerned governments are investing in public awareness campaigns and fostering a vibrant nongovernmental environmental movement.
Principle 8: Invest in partnerships that work. Smart governments are realizing that they are often most effective in dealing with environmental issues when they work in partnerships. Most countries now involve nongovernmental specialists in their priority-setting exercises, and tripartite relationships—including the government, the private sector, and community organizations—are increasingly common. The value of such partnerships stems from not only the different perspectives and skills that are brought to the table but also the necessity of carrying out concerted actions to address some environmental issues.
Forest management is a good example. Moving from current unsustainable practices to those which incorporate new knowledge about sustainable harvesting and processing often requires concerted action by private, community, and governmental actors. This past year, the World Bank helped establish a Forest Management Transformation Initiative that will bring together leading private enterprises, nongovernmental and community specialists, and international financial institutions to help remove constraints to adopting sustainable practices throughout the forest-product value chain.
Effective partnerships are also becoming more common at the transnational level. Since the Earth Summit in 1992, for example, regional seas programs have made important progress in the Baltic, Mediterranean, Black, and Aral Seas and in Lake Victoria. The sharing of international rivers is also being addressed, albeit slowly. One encouraging recent example: the 12 countries of the Southern African Development Community (SADC) recently signed a protocol for managing the 18 international rivers in the region.
Principle 9: Remember that management is more important than technology. The old-fashioned, technology-driven approach to the environment is giving way to a recognition of the crucial role of good management. Improved management practices are always a complement to, and sometimes a substitute for, investment in equipment.
Good managers can achieve large improvements in the environment at little cost. Examples abound. In Eastern Europe, lead smelters have shown a 60–80 percent reduction in air pollution and lead dust as a result of improved housekeeping and modest investments. In Latin America, improved efficiency stemming from the privatization of mining activities has sharply improved the management of tailings and wastewater. And in Egypt, recent technical assistance provided to improve the management of steel plants has trans-formed their environmental performance from among the worst to among the best in the developing world.
Conversely, bad managers can wipe out the benefits of new technologies. Thousands of heavily polluting industrial plants around the world have purchased equipment incorporating expensive environmental technologies that is currently either unused or poorly maintained. The new environmentalism, therefore, gives strong emphasis to good housekeeping and managerial improvements and to the reform of public enterprises.
Principle 10: Incorporate the environment from the start. When it comes to protecting the environment, prevention is much cheaper—and more effective—than cure. Most countries now seek to assess and mitigate potential damage from new infrastructural investment. But it is now becoming clear that such activities may be carried out too late in the cycle to have optimum impact. A small but growing number of efforts are now being made to move “upstream” to factor environmental concerns into the formulation of countries’ sectoral strategies. Countries such as Nepal and Vietnam are currently seeking to take environmental costs and benefits into account when designing their country-wide, least-cost energy strategies. Such sectoral environmental assessments are expected to become standard practice in the coming few years.
Methodologies for carrying out such sectoral environmental assessments are still evolving, and a good deal of research is currently under way. The World Bank, for example, recently launched an important learning exercise entitled “global overlays” in which issues of biodiversity and climate change will be factored into sectoral policies in agriculture, energy, transportation, and infrastructure.
Moving upstream in environmental policy is also occurring in the design of macroeconomic, trade, and fiscal policies. Countries such as Côte d’lvoire, the Czech Republic, Mexico, Peru, and Poland have explored how their economic reforms may affect the environment and are seeking to put in place complementary environmental policies. A recent World Bank review analyzes the experience of 12 such countries. This year also saw the dispatching of the first joint IMF-World Bank mission (to the Philippines) assigned to explore the relationships between fiscal and trade policies and the environment.
The ten principles outlined above are helping to guide a new generation of environmental policymaking around the world. The new environmentalism—characterized by greater rigor in factoring environmental costs and benefits into policymaking—puts local people at the center of environmental strategies, diagnoses and addresses behavioral causes of environmental damage, and recognizes the political dimensions of environmental reform. This revolution in environmental management is not complete. Rather, it is just beginning. In most countries, environmental conditions are continuing to deteriorate, in many instances in an irreversible manner. Pursuing the new environmentalism is therefore a very urgent challenge—one that economists, as well as ecologists and technical specialists, need to be fully engaged in meeting.
For more details on the World Bank’s work on the environment, see the October 1996 issue of Environment Matters, which can be obtained by writing to the Environment Department, World Bank, Washington, DC 20433, USA.
Andrew Steer
WENDY S. AYRES and ALEX F. McCALLA
The fundamental challenge the world faces is to ensure that the hundreds of millions of families living in poverty have access to enough food to maintain a healthy life.
FOSTERING the growth of national and global food supplies is necessary for eliminating hunger and reducing poverty, but it is not enough. Today, even in the midst of sufficient global food supplies, 800 million people are hungry because they cannot afford to buy the food they need for a healthy life. More than 2 billion people are at risk from micronutrient deficiencies (of, for example, vitamin A, iodine, and iron), and more than 1 billion are actually disabled by them—harmed by mental retardation, learning problems, and blindness. Ironically, nearly 75 percent of poor and undernourished people live in rural areas where food is grown.
Reducing poverty and hunger will require encouragement of rural development in general and a prosperous smallholder private agricultural economy in particular. Encouraging rural development is the best way to help poor farmers and rural dwellers become more productive and improve their living standards. It is also critical to increasing national and global food supplies. Further, rural development can contribute significantly to improved management of natural resources and the environment.
The job of assuring food security is large and complex. Action needs to be taken simultaneously at the household, national, and global levels to achieve the following goals:
Increase agricultural output worldwide. Over the next 30 years, developing countries’ food needs could nearly double because of population growth (see chart) and modest income growth.
Reduce poverty. The best way to reduce poverty and hunger is through economic growth, and, indeed, few countries have significantly reduced poverty without it. For most developing countries, improved agricultural productivity can be the engine of non-agricultural growth.
Improve health and nutrition. Eliminating hunger requires targeted nutrition, health, and food programs. Increasing family income alone does not ensure that people will consume the right kind of nutrients in the right quantities at the right times to maintain their health and productivity. Today, most households could prevent child malnutrition if they used existing resources optimally, making small changes in their health and nutrition behavior. Improving diets often requires nutrition counseling, prenatal nutrition services, and public health interventions. In some places, it also requires investments to correct micronutrient deficiencies. These often cost little but generate large returns. For example, in a country of 50 million people, adding iron, iodine, vitamin A, and other vitamins and minerals to food and water supplies would cost about $25 million per year—and yield a return 40 times the cost (World Bank, 1994). Thus, although general poverty, infrastructure, and agriculture programs will improve nutrition eventually, direct actions are likely to have faster and greater impacts.
The challenge of assuring food security is significant and needs attention now. It cannot be met without renewed commitment by scientists, farmers, national policymakers, international donors, and the World Bank to increase agricultural productivity through research and technology development and to implement policies and programs that will ensure that the poor and hungry benefit from increasing agricultural productivity.
During the past twenty-five years, substantial progress has been made in improving the living standards of people in the developing world. The proportion of the world’s people living in poverty has declined; per capita incomes have doubled; infant mortality has fallen by half; and average life expectancy has increased by ten years since the 1970s. In addition, global agricultural productivity has risen sharply; total calorie supplies per person have risen by 30 percent; and real food prices have fallen by more than 50 percent.
The increase in productivity has allowed consumers to improve their diets in terms of both calories consumed and the variety of foods eaten. Between 1961 and 1992, average calories available in developing countries rose from about 1,925 per person per day to about 2,540 per person per day, which is higher than the minimum daily requirement of 2,200–2,300 specified by the United Nations Food and Agriculture Organization (FAO).
Wendy S. Ayres, a US national, is an Economist in the Agricultural and Natural Resources Department of the World Bank’s Vice Presidency for Environmentally Sustainable Development.
Alex F. McCalla, a Canadian national, is Director of the Agricultural and Natural Resources Department of the World Bank’s Vice Presidency for Environmentally Sustainable Development.
This increase in per capita supplies came about although world population nearly doubled over the same period. More than 80 percent of people in developing countries now have adequate diets, compared with 64 percent in 1970. The number of undernourished people has also fallen, from about 940 million in 1970 to 800 million in 1996.
But not everyone has benefited. Despite these impressive achievements, rising populations and unequal participation in growth have left 1.3 billion people in the world struggling to survive on the equivalent of less than a dollar a day, and their number continues to increase. About 15 percent of the world’s population and about 20 percent of the developing world’s population are undernourished or malnourished. Among them are 195 million children under the age of 5 who are not receiving the nutrition they need to fully develop mentally and physically (Food and Agriculture Organization/World Health Organization, 1992).
Who are the hungry? Ironically, almost three-quarters of poor and hungry people live in rural areas where food is grown. They include the landless, those living in poor nations, and those living in other nations in areas with poor agricultural potential or which are environmentally fragile. The remaining one-quarter of the poor and hungry are unemployed or underemployed urban dwellers who live on less than a dollar a day.
Both the absolute numbers and the proportion of poor people living in cities are expected to grow rapidly: by early in the next century, the number of urban poor will likely exceed the number of rural poor, as people continue to leave rural areas to pursue higher-paying urban and industrial jobs. These people will be at great risk of undernutrition and malnutrition unless food is abundant and affordable in their countries. But for now, poverty remains a predominantly rural issue.
The poor and hungry are distributed unequally across regions and countries of the world. Most of them live in Asia and sub-Saharan Africa. Two-thirds of all undernourished people live in Asia, and the Indian subcontinent alone contains almost one-half of the world’s hungry people. Africa, however, has the greatest proportion of people who are undernourished—currently about one-third of the total population—and their absolute numbers are growing (Dyson, 1996). Countries at war are especially likely to have large numbers of poor and hungry people.
Countries with large numbers of undernourished people often have low agricultural productivity. For example, grain output is low in sub-Saharan Africa—standing at about 138 kilograms per person, compared with a global average output of 360 kilograms per person. The output of grains is also below average in South Asia (where rice and wheat are the main crops), averaging about 225 kilograms per person. By contrast, North America and Australia produce about 1,250 kilograms of grain per person, and Europe and the countries of the former Soviet Union produce about 625 kilograms per person (Dyson, 1996). Increasing the output of grains in the world’s poorest countries would make a major contribution to reducing world hunger and improving food security. This is so because, despite extensive international trade in grain, 90 percent of the world’s grain is consumed in the country where it is produced.
Outlook for world agriculture. Future demand for food will be driven by population growth and rising incomes; the latter increase the demand for meat, vegetables, fruits, and grains (for animal feed). The population of the world is expected to exceed 8 billion by 2025, an increase of 2.5 billion. Given modest income growth, food needs in developing countries could nearly double.
In the future, agricultural growth must come primarily from rising biological yields rather than from expanding cultivated areas or intensifying agriculture through irrigation, because fertile land and water are becoming increasingly scarce. Most fertile lands are already under cultivation, and most areas suitable for irrigation have already been exploited. And with population growth and urban expansion, there is rising competition for water from urban and industrial users.
Improved strategies, policies, investments, and programs for agricultural and rural development are essential if developing countries are to double their agricultural output and eradicate hunger over the next 30 years. The World Bank Group (consisting of the International Bank for Reconstruction and Development, the International Development Association, the International Finance Corporation, and the Multilateral Investment Guarantee Agency) is working to increase agricultural productivity and reduce poverty and hunger by revitalizing rural development through a wide variety of measures and programs. (The World Bank has recently prepared a detailed strategy and action plan for rural development, entitled “Rural Development: From Vision to Action” (Washington, 1996).) These fall into four broad (but overlapping) categories: encouraging appropriate policies and strategies, enhancing supplies of food through intensification of production systems and through sound natural resources management, improving access to food, and improving the utilization of food.
Urban and rural populations of developing countries
(billions)
Sources: International Food Policy Research Institute, using data from United Nations, 1993, World Population Prospects (New York).
Note: Data for 1990–2020 are medium-variant projections.
Developing countries need to implement sound and stable macroeconomic and sector policies. They are increasingly recognizing that heavy government interference in the productive activities of their agricultural economies has inhibited agricultural growth and distorted the allocation of resources. Through analytical work, policy dialogue, and financial support, the Bank is assisting countries in liberalizing prices of farm commodities and inputs, reforming public enterprises, liberalizing agricultural trade, and changing foreign exchange and taxation regimes which discriminate against agriculture.
Even if world food supplies grow dramatically over the next 30 years, fast-growing countries such as China could become major importers. If they and other countries are to refrain from costly food-self-sufficiency policies, they must be guaranteed stable, long-term access to world markets. Reducing the import restrictions of the rich industrial countries is also critical to increasing the demand for the agricultural products of developing countries, which can help considerably in generating employment and reducing poverty there. The World Bank is actively promoting greater access to rich country markets for the agricultural and agro-industrial products of its client countries and is supporting actions in the World Trade Organization to achieve this objective.
Encouraging rapid technological change. Implementing rapid technological change on the hundreds of millions of farms in the developing world is essential for agricultural and income growth. Investing in the research necessary to stimulate technological change in agriculture is a high priority for the Bank. Each year, it lends more than $220 million to national agricultural research institutes, in addition to contributing more than $45 million per year to the Consultative Group on International Agricultural Research (CGIAR). The Bank is supporting research on crops and processes that are of little interest to the private sector, but which could have a large impact on rural poverty and hunger; these include subsistence crops and crops that are staples in poor regions, such as maize, cassava, sweet potato, millet, and sorghum. It is also working with the international community to ensure that the poorest communities in developing countries will be able to benefit from the breakthroughs in technology that are increasingly being generated and patented by the private sector.
Increasing the efficiency of irrigation. Irrigation accounts for 70 percent of the fresh water used by man and has contributed greatly to the production increases seen during the twentieth century. However, agriculture is increasingly competing for water with urban and industrial users. There will be sufficient water for all only if agriculture—and other sectors—greatly improve the efficiency of their water use. This will require improving incentives to water users by establishing water markets, clarifying water rights, and pricing water to reflect its true value. The Bank is assisting countries to improve the efficiency of irrigation systems as part of their comprehensive water resources planning.
Improving natural resource management. The World Bank is involved in many projects that support the intensification of agriculture and, at the same time, encourage better natural resources management. A community-based approach to resource allocation, enforcement, and maintenance has proven successful in such diverse locations as Burkina Faso and northeast Brazil; it is now being adopted in Egypt and is being incorporated into many new agricultural development projects else-where. For example, social forestry projects are under way in Asia and Africa. And a major watershed rehabilitation project is under way in the Loess plains in China: slope lands are being terraced; orchards and grasslands are being planted; and sediment control dams are being built. This work has enabled farmers to double their crop output while significantly reducing soil erosion.
Strengthening markets and agribusinesses. The support of markets and agribusiness has received insufficient attention in the World Bank’s assistance to agriculture and rural development, with the exception of assistance provided by the International Finance Corporation. This is now changing, as the power of markets to efficiently allocate resources—and reduce price margins between consumers and farmers—becomes increasingly accepted. Where the state either has withdrawn or is withdrawing from marketing and input supply—as in Eastern Europe and Central Asia, Africa, and Latin America—the Bank is assisting governments both to develop the legal, financial, and institutional frameworks that are necessary for competitive markets to work and to establish information systems for collecting and disseminating vital data.
Providing education and health services to both boys and girls. Providing education and health services to both girls and boys is one of the key ways to reduce poverty and hunger. There is substantial evidence that individuals’ education is closely linked to their incomes and that improved education contributes to national economic growth. Education and health services are especially important for women, who have a major role to play in growing crops and in reducing hunger. Better-educated and healthier women are much more productive and earn higher incomes. Since women often use their additional income on investments in family welfare, increases in their incomes are likely to have greater immediate and long-term impacts on poverty and hunger than equal increases in men’s incomes. Education for girls also lowers fertility rates and improves environmental management.
Investing in infrastructure. When there are adequate communications networks, roads, storage facilities, and supplies of electricity, farmers can obtain the information they need to grow the most profitable crops, store them, move them to market, and receive the best price for them. Today, up to 15 percent of production is lost between farm gates and consumers owing to poor roads and storage facilities, reducing farmers’ incomes and raising urban consumers’ food costs. As cities grow, the need for infrastructure becomes all the more important. Helping countries build the infrastructures they need has long been a core World Bank activity, and it continues to be so today. Along with providing investment capital for infrastructure, the Bank is helping countries develop rural infrastructure strategies that include clearly articulated priorities and are founded on strong analysis of costs and benefits. It is also helping countries design new approaches to financing that utilize private sector and local resources.
Fostering broad participation. Experience shows that development projects are much more likely to reflect the affected community’s priorities, reach their goals, and be sustainable when they are designed and executed with a high degree of influence by local stakeholders. The Bank is assisting communities and local governments to find ways to finance infrastructure and services using their own revenues and fiscal-transfer mechanisms, develop their legal authority, strengthen their administrative and technical competence, and develop participatory mechanisms for assessing projects.
Integrating household food security and nutrition policy into rural development operations. Working with its partners, the World Bank is deeply engaged in supporting efforts to reduce hunger and malnutrition. It has made particularly strong progress in helping developing countries improve their poor populations’ nutrition, for which analytical work and financial support have expanded rapidly over the past several years. And it is now systematically integrating food-security concerns into agricultural policy dialogue and reform, and incorporating nutrition projects into Bank operations in other sectors, such as agriculture, education, adjustment, and safety net operations and sector investment loans.
Thirty years from now, the world will have 2.5 billion more people to feed, and most of them will live in developing countries. Failure to recognize this fundamental reality and increase efforts now will have serious consequences, particularly since there is at least a twenty-year time lag between initiating strategic research and enjoying significantly increased yields in farmers’ fields.
Ensuring food for all poses enormous technological, economic, and political challenges. They cannot be met unless both rural well-being in general and a prosperous private agriculture for small and medium-sized holders in particular are nurtured and improved. They will require steady improvement in national and international policies, institutions, and public expenditures, as well as broadened and consistent international commitment and financial support. If we take the necessary steps now, we can look forward to a world in which everyone has enough to eat.
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In developing countries’ burgeoning cities, affluence and poverty are pitted against each other in a race to shape the future. What steps can governments take to reduce poverty, improve the urban environment, and achieve sustainable development?
HEADLONG urbanization is transforming the developing world, creating cities that are full of new opportunities for economic and social advance but also beset by grave physical, financial, and management shortcomings that endanger the hopes, and even the health, of their swelling populations.
Although a demographic revolution is producing these giant, flawed engines of development, dire consequences need not result if new and determined efforts are made to ensure environmental protection, adequate infrastructure, and fiscal reforms. Such shifts in investment and government policies are urgent and affordable. If programs of change are formulated properly and in a timely fashion, with their primary emphasis on bettering the lives and tapping the talents of the people—especially the urban poor—they can reduce poverty, improve the urban environment, and redirect growth to encourage genuinely sustainable development.
The cities of Africa, Asia, the Middle East, and Latin America and the Caribbean are already home to more than a third of the developing world’s people and the source of at least half of their nations’ GDPs. By the start of the next century, developing countries will contain eight of the planet’s ten megacities (cities with ten million or more inhabitants), with Mexico City, Säo Paulo, Bombay, Calcutta, and Shanghai at the top of the list. By 2015, there will be 27 such metropolitan centers, and the urban population of developing countries will exceed four billion. By 2020, half of the people in the developing world—and 80 percent in Latin America—will be city dwellers, but as many as one billion—one-fourth of the total—will be living in poverty unless concerted efforts are begun soon to address their plight.
The growth of cities and the urbanization of poverty now go hand in hand, but a parallel trend in the developing world toward widening participation in the global economy opens an avenue of hope. It offers city dwellers the chance to produce goods and services for distant markets, and to tap connections abroad for supplies and other inputs, thereby easing existing economic constraints on small developing countries.
To broaden their participation in the international economy, however, cities must ensure that their domestic structures are in proper working order. If connections—roads, public transportation, communications—within the new growth centers are defective, their efforts to increase economic interaction with the rest of the world will suffer. If urban workers not only lose excessive amounts of time getting to and from their jobs but also sacrifice their health and that of their families to unsafe air, impure water, and inadequate housing, neither they nor their countries will achieve their full potential. Likewise, if local administrators cannot finance the investments and manage the programs that will provide their constituents with adequate municipal services and a safe environment, social stability—and, thus, economic progress—will be put at risk.
These realities were extensively analyzed at Habitat II, the second United Nations Conference on Human Settlements, also known as the City Summit, which was held in June in Istanbul. At the Habitat II conference, representatives of the World Bank, which has been involved in lending to urban areas since 1972, spelled out the activities to which the institution plans to accord priority attention: reducing the negative impacts of the urban environment on human health by reducing lead and particulate emissions; providing basic services, including clean water, to slums; and making the way city finances are conducted more businesslike and sustainable. The initial response to these proposals has been supportive, but the true test of both developing countries’ and the international community’s commitment to sustainable urban development will be what actually occurs in the cities of the developing world.
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The damage lead emissions do to youngsters’ health and cognitive development is well known, and developing countries cannot afford to carry the resulting handicaps into global competition. Just before the Habitat II conference, the World Bank called—based on its understanding of how dangerous a substance lead is and how cost-effective its removal from automotive fuel can be—for a global phaseout of leaded gasoline. With the support of key countries’ delegations, this proposal was incorporated into the conference’s agenda document, the Global Plan of Action. It was also endorsed by the nongovernmental organization Parliamentarians for Global Action, which is planning work of its own on reducing lead emissions.
Lead is not the only dangerous pollutant in urban air, however, nor are inefficient internal combustion engines the only source of hazardous emissions. Where they are a primary source, as in Central and Eastern Europe, fiscal incentives can spur the modernization of antiquated fleets of vehicles. According to a recent study of mobile-source pollution in Budapest, installing cleaner-burning engines in the city’s diesel-powered buses would significantly reduce both fuel costs and the output of pollutants. Elsewhere in the region, similar environmental economies seem attainable through programs to retrofit trucks and taxis with motors that use compressed natural gas or liquefied petroleum gas.
Other cost-effective approaches can bring down levels of dust and soot by filtering such particulates out of emissions at their source in industrial and power plants and by helping households that heat and cook with coal to switch to natural gas. That kind of domestic conversion is under way, with financial support from the World Bank, in Slovenia and Beijing. Furnace by furnace, stove by stove, such progress is worthwhile but slow. More rapid reductions in particulate air pollution can be achieved by making modest investments in smokestack air filters and dust collectors, which do, however, require workers and managers to carefully monitor industrial and power-generating equipment.
Significant reductions in dust and soot levels bring significant savings. In Santiago, Chile, for example, each ton by which emissions are reduced is estimated to yield $18,000 in public health benefits, enough to justify spending $50 million—$100 million on tightening air pollution controls. If 18 Central European cities could meet the air quality standards of comparable urban centers in the European Union, they could save $1.2 billion a year in working time now being lost to illness and prevent 18,000 premature deaths annually. And if Cairo—where air pollution from all mobile and industrial sources combines with natural sand and dust to create the highest emissions levels among the world’s 20 largest cities—did likewise, it could prevent many of the 4,000–16,000 deaths that dirty air causes there each year. In terms of strictly economic benefits, Asians could save some $90 billion by the year 2000 by achieving efficiency gains of 20 percent in the production and use of energy, which are now major sources of urban air pollution.
The human and economic benefits of basic environmental protection programs—rapid improvements undertaken at modest cost—can be derived by making relatively straightforward investments in extending the reach of basic municipal services to slum neighborhoods of cities in the developing world. Just as urban centers cannot afford to isolate themselves from the global economy, so they cannot afford to isolate their poorest neighborhoods from wider urban societies and economies. The handicap imposed on the poor by the lack of clean water, effective sanitation, sufficient drainage, and decent roads impedes the growth of entire cities and should certainly be removed. Fifteen-year programs to provide basic services to slum neighborhoods should, according to a recent World Bank study, cost no more than 0.2–0.5 percent of GDP annually. If the planning and execution of the necessary infrastructure projects involve poor communities at every stage, both decisive economic benefits and vital social gains may reasonably be expected.
The cost of not providing these basic services is high and falls disproportionately on the poor. For example, one-fifth of the household expenses of squatters in Haiti’s capital of Port-au-Prince goes to private vendors who charge poor people between 17 and 25 times the going rate for municipal drinking water. Sometimes the cost must be counted in time rather than money: for example, the two-hour trips made by Zambian women in Chawama, a Lusaka neighborhood, to fetch water for their families. All too often, the results of drinking contaminated water are disease and death: for example, 6 percent of Bangkok’s annual deaths are due to such water-borne plagues as typhus, dysentery, and encephalitis, as is 30 percent of all illness in the Middle East and North Africa.
Lack of sanitation and drainage not only impairs the health of the urban poor—20 million more of whom found themselves without such services in 1990 than in 1980—but also threatens that of other city dwellers when microbial diseases spread beyond slum neighborhoods. Moreover, it raises the costs of bringing clean water to affluent downstream settlements—for example, by about 30 percent for metropolitan Lima and by some $300 million in Shanghai, where municipal water intakes had to be moved 25 miles upstream.
The expense of providing clean water, simple sanitation and drainage, and sturdy roads is modest. In Africa’s high-density settlements, ensuring that those basic services are provided would cost an average of $80 per capita to build and $6 per capita to operate and maintain. In South and East Asia, the comparable costs are estimated at $30 and $3, respectively, rising in Latin America to $120 and $9. Indonesia’s 15-year-old Kampung Improvement Programs (KIPs), for example, have brought their benefits to more than 15 million low-income city dwellers (see box).
Bringing the basics to the urban poor: Indonesia’s Kampung Improvement Programs
Providing basic infrastructure and municipal services to the urban poor is widely viewed as a daunting, if not an impossible, task, but it can be done. In Indonesia, for example, the Kampung Improvement Programs (KIPs), launched in Jakarta in 1969, have achieved remarkable successes by focusing realistically on primary needs and poverty, ensuring active and continuing community involvement, and building on the Indonesian government’s enduring political and financial commitment.
Early initiatives of KIPs concentrated on providing kampung residents (that is, those living in the poorest neighborhoods) in the capital with basic amenities—water distribution and drainage, and access roads—that they could not organize and build by and for themselves. Even those limited investments have had significant multiplier effects, generating private outlays of up to seven times the value of the public funds involved.
Over the years, the benefits of KIPs have reached more than 15 million low-income urban residents in many parts of the country. For projects funded by the World Bank, the average cost per project has varied between $23 and $118 (in 1993 dollars) per person. Along with providing physical improvements on 11,331 hectares, these activities have spurred kampung dwellers to invest their own money and labor in upgrading their housing and surroundings. Since residents have taken part in the actual work of construction and relocation, the KIPs’ approach has also fostered community spirit and—in many, but not all, instances—community involvement in maintaining the roads, drains, water-supply systems, sanitation facilities, schools, and clinics that KIPs’ projects have brought to the worst neighborhoods in Indonesia’s cities.
A key to the success of such efforts is community involvement. When they have been given a stake in their neighborhoods, residents have acted on their own to upgrade their housing and the land around it. The same thing happened in Manila during a 1976–85 program of slum betterment. Families there are estimated to have spent an average of $700–$l,500 of their own funds on upgrading their homes. These private investments, in fact, added up to more than total public spending on the program.
One key to progress in providing both a healthier environment and basic services to the urban poor of the developing world is recognizing the value of, and then mobilizing, the energies of the people living in cities. To ensure the necessary flow of financing for new local initiatives, such as those described above, systems of local finance must also be reordered. Decentralization, a process under way in many developing countries, hands a significant burden of responsibility to municipal officials. The transfer, however, often comes without a matching shift in the power to raise revenues. In order to use that capability once they have acquired it, urban policymakers will need to gain the confidence of both their constituents and potential international creditors. With new authority come new requirements for accountability, efficiency in municipal finance, and transparency in municipal transactions.
Revenue sources that can support the infrastructure and environmental programs are clearly needed to guide rapid urbanization into sustainable development. User fees, pollution permits and penalties, and local taxes can, and will have to, be instituted along with reliable intergovernmental arrangements for allocating a portion of central income to fund urban development. Some city governments in the developing world are already strong enough to manage this devolution, but most will need to make major improvements in their technical and personnel capacities. One promising option lies in privatizing municipal services, as Mexico City and Buenos Aires have done by awarding concessions to operate their water companies. Similar leasing arrangements that allow private-sector companies to handle solid-waste services are effecting savings in Brazil, Ghana, and Tunisia.
These changes are not untried innovations. SODECI, a private company, has been making privatization work in water delivery in Abidjan, Côte d’lvoire’s capital, for 30 years and has extended its initial system of 300,000 individual connections to reach seven out of ten urban Ivoriens. Significantly, it has made a conscious and consistent effort to serve poor neighborhoods, even waiving—for three out of four such households—its usual charges for hooking consumers up to its pipelines. Nevertheless, it collects successfully from 98 percent of its private customers on their water bills. The result has been reliable water service for city dwellers and reliable profits for the company, 52 percent of whose shares belong to local stockholders.
Bringing the private sector into the process of managing urbanization and change is one aspect of the partnership building that cities in the developing world need to make a priority. On the one hand, municipal authorities must cooperate with their poorest constituents to ensure that the design and implementation of new service systems correspond to local needs and generate community involvement, empowerment, and willingness to pay for the public goods that make cities work. On the other hand, these same officials must build ties to sources of private capital capable of supporting the long-term development investments that must accompany urbanization. This will involve hard work on the nuts and bolts of efficient city management.
City leaders will also have to construct effective partnerships with national institutions ranging from parliaments to electric utilities. And on their own territory, they will be challenged to set up team efforts for orderly development with the industries and service providers whose energies and investments are crucial to growth and whose tax and fee payments are the key to municipal solvency. Viewed all together, these responsibilities are daunting, and the best way to meet them is one step at a time. One of the important lessons from Habitat II is that many mayors and local officials are doing just that.
There will be no dearth of challenges in the cities of the developing world over the next decade and beyond. Setting the right priorities now can help developing countries set the right course toward a future that is uncertain at best but also offers them attractive opportunities to achieve sustainable development in an increasingly urbanized setting.
This article is based on World Bank, 1996, Transportation, Water and Urban Development Department, Livable Cities for the 21st Century (Washington).
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JOHN A. DIXON and KIRK HAMILTON
Expanding measurements of national wealth to embrace natural and human resources can help to guide policies for sustainable development.
NATURAL resources count, but people count for more. This is a lesson that Adam Smith understood when he wrote An Inquiry into the Nature and Causes of the Wealth of Nations 220 years ago. This message is reinforced by a forthcoming World Bank analysis, Monitoring Environmental Progress: Expanding the Measure of Wealth. The questions posed by Adam Smith have taken on a modern twist: we now wish to inquire about not only the nature of wealth but also how to sustain it. Questions of sustainability link directly to policy concerns in natural resource management and the use of resource rents as a source of development finance.
Sustainable development has never lacked definitions, but perhaps the simplest equates it with well-being that does not decline over time. From this it is a natural leap for economists to think in terms of the stocks of assets—natural and man-made—that support well-being. Because concerns about sustainability are by their nature concerns about the future, this suggests that wealth, broadly conceived, is fundamental to the question of sustainable development.
However, some components of natural wealth will always be both intrinsically important and difficult to value in economic terms—the life-support functions of natural systems, biological diversity, and the ozone layer are the sorts of examples of critical natural capital that come to mind. Environmental economists are learning more about how to value marginal damages to critical natural capital (Dixon and others, 1994), but this is not the same as bringing it into a complete set of wealth accounts. In what follows, therefore, we will concentrate on the instrumental or use values of natural wealth. This is not quite as narrow as it sounds, for we have attempted to value, or calculate the opportunity cost of, such important elements of natural capital as nontimber forest benefits and protected areas.
As described in the box, the approach to measuring total wealth combines elements of bottom-up valuation for agricultural land, forests and protected areas, minerals and fossil fuels, produced assets, and urban land, and top-down valuation for human resources. It is important to emphasize at the outset that “human resources” combines the value of raw labor, human capital, and social capital. Human capital is generally conceived as the return to education. “Social capital” (Serageldin and Steer, 1994), which is difficult both to define and to measure, is an amalgam of individual and institutional relationships that determines why one society is more effective than another in transforming a given endowment of assets into sustained well-being.
As the first edition of Monitoring Environmental Progress, which was subtitled A Report on Work in Progress (World Bank, 1995), emphasized, expanding the measure of wealth also suggests a new paradigm of economic development: development objectives are to be met by portfolio management, where the constituents of the portfolio are natural resources, produced assets, and human resources. In this paradigm, balancing the different components of the portfolio—in total and at the margin (Hamilton, 1994)—becomes an important policy consideration for developing countries.
The table presents preliminary estimates of total wealth, based on the second (forthcoming) edition of Monitoring Environmental Progress, for 13 regions. There are major differences between regions not only in their total wealth but also in the composition of that wealth. Aggregate wealth—consisting of human resources, natural capital, and produced assets—varies from nearly $22,000 per capita in the world’s poorest regions—South Asia and West Africa—to more than $325,000 per capita in North America. If the four wealthiest regions in the table (basically the member countries of the Organization for Economic Cooperation and Development (OECD) plus the oil exporting countries of the Middle East) are excluded, the remaining regions, which account for the majority of the world’s countries and population, vary in wealth by a factor of just over 4, ranging between $22,000 and $94,000 per capita.
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The wealth accountant’s toolkit
Measuring the total wealth of a country necessarily involves some heroic assumptions. The first choice a wealth accountant confronts is the discount rate: a social rate of 4 percent per annum is used throughout the measurements the World Bank makes in Monitoring Environmental Progress: Expanding the Measure of Wealth. Total wealth is the sum of the following components.
Minerals and fossil fuels are valued by taking the present value of a constant stream of resource-specific rents (or, to be more precise, economic profits—the gross profit on extraction less depreciation of produced assets and return on capital) over the life of proved and probable reserves.
Timber is valued as the present value of an infinite stream of constant resource rents where the rate of harvest is less than annual natural growth (the mean annual increment). Where timber harvest is not sustainable because harvest exceeds growth, a “reserve life” is calculated and the timber resource is treated in the same manner as a mineral.
Nontimber benefits of forests are valued by assuming that 10 percent of forested area will yield an infinite stream of benefits in the form of nontimber products, hunting, recreation and tourism. Per-hectare values of nontimber benefits vary between $112 and $145 in developing and developed countries.
Cropland is valued as an infinite stream of land rents, where land productivity is projected by region up to the year 2025 and held constant thereafter. Individual rental rates for rice, wheat, and maize are multiplied by production values at world prices to arrive at per-hectare unit rents for cereal lands; other arable land is valued at 80 percent of this rate.
Pastureland is treated similarly to cropland—rental rates are derived from the value of beef, pork, milk, and wool production at world prices.
Protected areas are valued at their opportunity costs at the per-hectare rate for pastureland. Fish are excluded from the analysis, partly for data reasons and partly because poor management has driven rents to zero in so many of the world’s fisheries.
Produced assets are calculated using a perpetual inventory model, with investment data and an assumed life table for assets being the major inputs. Urban land is valued as a fixed proportion of produced assets.
Human resources are measured residually. The wealth value of returns to both labor and capital is measured as the present value of the following: non-agricultural GNP, plus agricultural wages, minus rents on minerals and fossil fuels, and minus depreciation of produced assets. Agricultural wages include proprietors’ income and exclude resource rents; agriculture includes hunting, fishing, and logging. The present value is taken over the mean productive years of the population: the lesser of 65 years or life expectancy at age one, minus the mean age of the population. Subtracting produced assets, derived from the perpetual inventory model, and urban land from this present value yields the value of human resources at current exchange rates. This is then revalued using the purchasing power parity rate to obtain the final value of human resources.
Wealth per capita and components, by region, 1994
Source: Authors’ estimates. Figures are preliminary, first-round estimates.
1Members of the Organization for Economic Cooperation and Development in the Pacific region: Australia, Japan, and New Zealand.
What accounts for the large spread in wealth estimates, especially between OECD countries and the rest of the world? The answer is largely human resources and their role in creating and transforming wealth. Natural capital, for example, has the smallest spread between rich and poor countries when measured in dollar terms—about 5 to 1 (excluding the oil rich Middle East). In fact, most regions have per capita natural capital values of between $3,000 and $10,000, or roughly a 3 to 1 spread between the richest and the poorest. In contrast, the spread for produced assets is about 22 to 1, and for human resources, about 19 to 1. There is an important story here: natural capital, the base for all life, is much more equitably distributed than other forms of capital. What matters is how this resource is managed and whether the rents from the natural capital endowment are invested or consumed.
As a generalization, based on the data in the table, we may safely assert that wealthy regions tend to be rich in both human resources and produced assets, while there is a fairly constant contribution of natural capital to total wealth across all regions. There are two notable (and not unexpected) exceptions: the high value for natural capital in the Middle East (owing to its oil reserves) and the large value for produced assets in the Pacific OECD countries (largely owing to Japan’s capital stock plus smaller contributions from Australia and New Zealand).
Natural capital, which tends to have higher dollar values per capita in richer countries, accounts for a lower percentage share of national wealth in the same countries because of the relatively greater importance of human resources and produced assets. At the extremes, both Western Europe and West Africa have roughly the same per capita dollar value for natural capital—about $5,000—yet these resources account for more than 20 percent of West Africa’s wealth and less than 2 percent of Western Europe’s.
The composition of natural capital also exhibits a clear pattern: agricultural land (cropland and pasture) accounts for between 50 and 90 percent of the total value of natural capital (again, with the exception of the Middle East), while minerals and fossil fuels account for between 5 and 25 percent of the total, and forests and protected areas make up the balance.
Clearly, natural capital, including the land resource, is important in most countries. For poor countries, growth in wealth is connected to use of products of the land and the rents that are extracted from the natural resource base. These uses are reflected in the growth of produced assets and human resources. Both produced assets and human capital can be created as a result of conscious decisions. And, as seen in the table, these are the forms of capital that account for most of a nation’s wealth and potential for economic (and social) growth.
The chart makes this last point quite clearly, by comparing the composition of wealth in high-income countries with that in low-income primary product (nonfuel) exporters. For a country to move from the latter group into the former, proper resource management, investment of resource rents, and balanced accumulation of both human resources and produced assets will be required. Note that, as a share of wealth, produced assets are not obviously deficient in low-income countries.
Because human resources are so dominant in the wealth figures, and because they are derived residually, it is important to corroborate these estimates. A reasonable proposition would be that human capital—the return to education—should explain a large amount of the variation we see in human resource values. If we relate country-level per capita human resource estimates for 1994 to a physical measure of human capital—mean years of education per capita—in 1992, we find support for this proposition. Specifically, we find that increasing returns are derived from the accumulation of years of education in the population.
This analysis therefore conveys a positive policy message: human resources can be built by investing in education. This is important, because the other constituents of human resources—raw labor and social capital—appear to be much less susceptible to policy intervention. Raw labor is a pure endowment, whose price is determined by local market conditions. Social capital can certainly be destroyed by bad policies, but we still have a lot to learn about how it can be fostered and built.
Expanding the measure of wealth sheds new light on the model of development that has guided the lending and advice given by development institutions. This fresh analysis of the elements of wealth and the determinants of future well-being suggests a number of conclusions:
• Agricultural land is the dominant natural resource across all income classes, making up more than 50 percent of natural capital, with the exception of the Middle Eastern oil exporters. This is especially the case for low-income countries, where agricultural land constitutes more than 80 percent of natural wealth. It must be emphasized again, however, that use value is the predominant method of valuing natural resources in these estimates.
• Natural capital is important regionally, making up more than 10 percent of total wealth in the Caribbean, East and Southern Africa, Eastern Europe and Central Asia, the Middle East, South Asia, and West Africa.
• Human resources, including the returns to raw labor, are the dominant component of wealth, comprising between 40 and nearly 80 percent of the total in all regions.
Wealth shares across income levels, 1994
Source: Authors’ estimates.
The policy implications of this analysis include the following:
• Given the large share of agricultural land in the natural capital of low-income countries, sound management of this land is of great importance. As a corollary, policies favoring the growth of rural incomes are also essential.
• The capture and reinvestment of economic rents from mineral and petroleum resources is a significant issue in many middle-income countries.
There is no simple explanation of how a country’s natural resource wealth affects its economic growth. While there is some evidence that the most resource-intensive economies have grown more slowly than their peers since the 1970s, in the end the transformation of resource wealth into income growth depends on sound policy—in particular, the effectiveness of public investment of resource rents. Chief among the quality investments available to governments is investment in human capital—in both the education and health sectors.
It must be emphasized that the analysis of aggregate wealth presented here ignores the distribution of wealth within countries. Issues for many countries will therefore include not only the management of existing wealth but also the policies affecting its distribution. Analyzing aggregate wealth also masks the important contribution of social capital to economic development.
Perhaps the key policy question from the analysis is raised by the chart: how does a low-income, resource-exporting country transform itself into a high-income country? There is no single policy prescription, but elements of the answer must include depleting exhaustible resources and investing the rents effectively, managing renewable resources (forests, fisheries, and agricultural land) sustainably, investing in produced assets, and increasing investment in human capital.
Natural wealth can be an important source of development finance, but there is no guarantee that development based on harvesting bountiful natural resources will lead to development that is sustainable and equitable. Only sound policies can transform the former into the latter.
Monitoring Environmental Progress: A Report on Work in Progress
“… We have a better indicator of the wealth of nations than was available previously, and the World Bank is to be congratulated for this.”—John S. Dryzek, Journal of Public Policy
This pathbreaking report showcases improvements in environmentally sustainable development (ESD) indicators by using them to analyze policy-oriented issues and proposes a change in the role of national accounting, where poor measurement of environmental aspects can send distorted signals to decisionmakers. The report examines issues in developing indicators that are understood by compilers and users of ESD indicators, including definitions, methodology, and practical considerations. It addresses the gray area where physical indicators of environmental conditions blend into policymaking.
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John A. Dixon Kirk Hamilton
After being burned by some costly crises, players in international financial markets are learning from past mistakes and finding new ways to minimize risk.
DURING the last ten years, global financial markets and intermediaries have faced several costly and contagious crises. There have been abrupt declines in asset prices, major bouts of volatility in the foreign exchange markets, an exchange rate crisis together with a debt crisis in the emerging markets in early 1995, and a number of costly banking problems in several industrial and some key emerging market countries. In addition, there has been a string of serious, albeit nonsystemic problems in individual financial institutions around the world.
Although many factors have contributed, including macroeconomic policies and management control failures, these events appear to have been a by-product of the transformation and restructuring of international finance that has taken place during the last ten years. These changes included the increase in competition that accompanied the liberalization of the financial sector in most of the major countries, the integration of capital markets, the increasing dominance of institutional investors, the development of new financial techniques and instruments, and the growth of the emerging markets. The transformation of the international financial environment has forced both official and private participants to “move up the learning curve” in order to better manage the private and systemic risks posed by these developments.
New approaches to banking supervision. Both the private and official sectors were forced to learn to manage the new risks generated by the evolving financial environment. The efforts by the official sector are clearly evident in the strengthening of the regulatory and supervisory environment in response to the significant losses sustained by many of the industrial country banking systems in the 1980s and early 1990s. These losses were due in large part to the increased competitive pressure that arose with the liberalization of the financial sector, which also led to rapid growth in lending, frequently in an environment of rising asset prices. In the prevailing highly regulated environment, the role of supervisors had been limited and they often lacked the experience, expertise, and authority to exert sufficient oversight and restraint as banking expanded into new products and services. And they were faced with the consequences of the monetary contraction, which produced a sharp fall in asset prices and a corresponding increase in nonperforming loans.
Rapid growth of derivatives
° (billion dollars, end-of-year data)
Sources: Bank for International Settlements (BIS) and International Swaps and Derivatives Association, Inc. (ISDA).
1Calls plus puts.
2The OTC figures reported in the table are from ISDA only and are not as comprehensive as the BIS’s first survey of the OTC markets, published in July 1996. The BIS’s survey of the OTC derivatives markets estimates the notional value of outstanding OTC foreign exchange, interest rate, equity, and commodity derivative contracts at $47.5 trillion (after adjusting for double counting) at the end of March 1996.
3Contracts between ISDA members reported only once.
4Estimates.
5Adjusted for reporting of both currencies.
6Caps, collars, floors, and swap options.
… Data not available.
Spurred by the cost of these crises, banking supervisors made significant efforts to improve their regulatory and supervisory capability. These included allocating increased staff resources to on-site inspection, developing rigorous, early systems of classifying nonperforming credits, and obtaining greater authority to close failing institutions.
The most important initiative in the banking supervision area was the 1988 Basle Accord, which raised and harmonized risk-weighted regulatory capital ratios among the Group of Ten (G-10) countries. However, even before the Basle Accord was fully implemented, it became clear that the growth of the global over-the-counter derivative business was posing another challenge to bank supervisors (see table). The ability of international banks and securities houses to alter the risk characteristics of financial instruments and to shift risk positions off their balance sheets, combined with the growing possibility of moving financial activity from one jurisdiction to another, gave international banks the tools to blunt the impact of prudential restrictions. The traditional financial policy paradigm, which sought to balance the benefits of the official financial safety net provided by the central bank with a binding regulatory structure and supervisory oversight, had become unbalanced. Thus, the private financial sector retained the benefits of the safety net, but had managed to lessen the impact of prudential oversight.
A supervisory approach based on forcing compliance with a prescribed set of balance sheet ratios was no longer effective for risk management of international financial intermediaries, however refined the definitions and calculations might be. In response, the Basle Committee on Banking Supervision changed the focus of surveillance to ensure that banks in the G-10 countries had the ability to control and manage financial risk adequately. To this end, internationally active banks will be allowed to use their own internal risk-management models to estimate and control the total net loss that they could sustain during a specified number of trading days (the so-called value-at-risk methodology), with the regulatory minimum capital requirement for market risk then being determined as a multiple of the bank’s value at risk.
The new methodology is creating powerful incentives for encouraging banks to improve their risk management—for the first time, successful efforts by banks to control market risk will be directly rewarded with a lower regulatory capital ratio. Under the earlier approach—still in use for credit risk—which required banks to maintain prudential ratios, the banks’ regulatory capital requirements were largely determined by the size of their asset and liability positions rather than by their risk exposures. There was only a limited possibility of reducing regulatory capital by reducing risk through diversification and hedging.
In response to the growth in cross-border exposure and the expanding participation of foreign institutions in domestic wholesale finance, authorities with responsibility for financial surveillance in the major countries also strengthened their cooperative arrangements. The Basle Concordat, which allocates responsibilities between home and host country supervisors, has been extended to allow the host country to deny access to banking institutions from countries whose oversight over the consolidated activities of the institutions is not up to the agreed minimum standards. In addition, efforts are under way in a joint forum, consisting of banking, securities, and insurance supervisors from the G-10 countries, to consider the issues relating to the supervision of international financial conglomerates. In the aftermath of the Mexican crisis, G-10 central banks also have begun to consider more orderly procedures to prevent and resolve sovereign liquidity crises.
Settlement risk. The stability of the international banking sector was further strengthened by improvements in financial market infrastructure in the major industrial countries. Foremost among these have been the risk-reduction initiatives in the wholesale payment systems in the major industrial countries. Central banks in many of the European Union countries have initiated efforts to reduce intraday payment-related credit in net settlement systems by restructuring payment systems into real-time gross settlement (RTGS) systems with collateralized overdrafts. (An RTGS system is a gross settlement system in which processing and settlement take place continuously.) Furthermore, to reduce risk, the RTGS system in the United States places caps on the size of uncollateralized daylight credit and levies charges on overdrafts. Reducing the intraday exposure of unsettled payments means that the failure of a single financial institution will have less of an impact on the ability of the other financial institutions it deals with (its counterparties) to make good on their payments. Hence, payment system reform is an important component of the efforts to strengthen the market mechanism in banking and finance and reduce the cost of the financial safety net.
Foreign direct and portfolio investment in developing and transition economies
(billion dollars)
Source: IMF, World Economic Outlook database.
Financial institutions are more cautious. A more cautious attitude toward risk on the part of international banks can be seen in their efforts to reduce their credit risk exposures—the traditional source of banking problems and the most difficult exposure to hedge. Banks have reduced their unsecured credit exposures to other banks and financial institutions in favor of collateralized lending through repurchase agreements. Although detailed balance sheet data are not readily available, bank rating agencies confirm that the international banking sector has become more diversified, in part because the increased securitization of bank loans has allowed banks to achieve a better geographic and sectoral distribution of their credit exposures.
The management and control of the credit risk associated with their off-balance-sheet derivative positions has also been improved. It has become commonplace to mark positions to market regularly (reappraise them to ensure they reflect current market values) and, if necessary, to ask for collateral. Moreover, major banks now undertake extensive bilateral netting of credit exposures with their major counterparties, which is estimated to reduce gross exposures by more than half. Most important, there also appear to be greater efforts to guard against unlikely but costly events: for example, stress-testing and simulations of the impact of a loss of liquidity in individual markets are now routine risk-management tools. These developments represent an improvement over the situation of only 18 months ago, as well as a significant change in attitude toward risk and risk management.
There are indications that the investment activities of the high-risk/high-return pools of institutional investment funds have become more cautious. The high leveraging and rapid positioning—with the extensive use of derivatives (see table)—across international markets and currencies by this new group of market participants added considerable pressure and momentum to market movements. During 1990–94, hedge funds scored major gains and saw their capital under management grow from less than $10 billion to more than $100 billion; there are now more than 3,200 such funds. However, during the last two years, these gains have been offset by large losses. Several of the larger hedge funds and proprietary traders have curtailed, for now, their activities and re-examined their strategies. What is more important, the international banking sector, which provides the credit that allows the funds to leverage their capital, also has become more conservative in managing exposure to this sector and has raised margins and collateral requirements. Banks’ proprietary trading activity has likewise been cut back since the end of 1994. These changes in investment strategies appear to be reflecting both improvements in risk assessment and changes in preferences for risk taking.
Emerging markets. Developments in the emerging markets in late 1995 to early 1996 represent a further example of a return to a more stable environment. Most developing countries appear to have become more cautious about relying on highly volatile short-term portfolio capital flows, and investors seem to be paying more attention to economic fundamentals when evaluating the risks of investing in emerging markets. Significant flows of capital had surged, at relatively low spreads, into many of the emerging markets during the first half of the 1990s, as a result of optimistic assessments of the borrowers’ economic prospects and yields that were relatively attractive vis-à-vis yields in industrial country markets (see chart). Flows began to level off in 1994 when interest rates rose in some of the major industrial countries. The devaluation of the Mexican peso in December 1994, and the financial contagion that followed during the first quarter of 1995, produced a sharp across-the-board decline in flows to emerging markets, combined with significant market pressures on the exchange rates of several countries. Most of the emerging market countries, regardless of economic performance, felt at least some temporary effects from the changes in investor sentiment and the rebalancing of international portfolios that followed.
After the initial overreaction to the Mexican crisis, investors began to discriminate more carefully between regions and then between countries within regions, and investment increasingly took the form of more stable, longer-term direct investment, rather than portfolio flows. For example, while net foreign direct investment in developing countries increased by 17 percent in 1995, net portfolio flows declined by 27 percent. The regional pattern and composition of flows suggest that investors have become more sensitive to economic fundamentals in host countries—the size of current account deficits in relation to foreign exchange reserves, external debt, and domestic saving; growth potential; and the soundness of the banking system. Furthermore, those segments of the international investment community—mostly institutional investors—that invested heavily in the emerging markets appear to have become more knowledgeable; the quality of country research and the availability of financial data all have improved, compared with what existed in 1994. Although continued volatility in emerging market asset prices and capital flows cannot be ruled out, the risk of contagion from a disturbance in one of the major recipient countries is now thought to be lower than in 1995.
Market participants in the major industrial countries appear to be heeding the lessons from their earlier mistakes and excesses. For now, investment behavior is viewed as having become more conservative, with leveraged position-taking in the global financial system having been reduced to the levels of the late 1980s, and with banks having become more conservative in financing leverage. It also appears that the official sector has been able to restructure financial regulations and oversight in response to changes in the environment, and cooperation in the surveillance of international banking markets has been strengthened. All in all, it appears that international financial markets are now better placed to support global macroeconomic developments.
This article was prepared by a staff team from the IMF’s Research Department and was adapted from Chapter II of International Capital Markets: Developments, Prospects, and Key Policy Issues, World Economic and Financial Surveys, International Monetary Fund (Washington, 1996).
LAURA E. KODRES
Foreign exchange trading involves such large cross-border settlements that a failure by one party to deliver the currency needed for a single settlement could disrupt the global financial system. Fortunately, there are ways to reduce settlement risk.
THE FOREIGN exchange market is, by most accounts, the oldest, largest, and most extensive financial market in the world. In its most recent triennial survey of foreign exchange markets, the Bank for International Settlements (BIS) estimated that average daily turnover in the global foreign exchange market was $1,190 billion in April 1995. In comparison, average daily turnover during the same period in the next largest financial market—US government securities—was $175 billion (excluding repurchase and reverse repurchase agreements); in the world’s ten largest stock markets together, it was a mere $42 billion.
Despite its vast liquidity and geographic breadth—or perhaps, in part, because of them—the foreign exchange market has the capacity to bring modern global financial markets to their knees. Recognizing that the large and numerous cross-border settlements that accompany foreign exchange trading pose a systemic risk, the public and private sectors have proposed various mechanisms for managing this risk.
Although participants in the foreign exchange market are increasingly scattered around the globe, most transactions still take place in London, New York, and Tokyo. London dominates the foreign exchange markets, with 30 percent of all transactions; New York’s share is 16 percent. Tokyo’s share, now 10 percent, has been whittled away by the markets of Singapore and Hong Kong, which are fast gaining prominence. Singapore has become the world’s fourth largest foreign exchange market, and Hong Kong has overtaken Switzerland to become the fifth largest. Even though 56 percent of the world’s foreign exchange transactions are executed in the three largest financial centers, between one-half and three-fourths of daily turnover is cross-border during the centers’ business hours, suggesting that one side of many transactions occurs outside of their business hours.
Market concentration. Nearly two-thirds of daily foreign exchange transactions take place between bank dealers. About 16 percent of transactions involve nonfinancial customers, an increasingly diverse group. Originally, this group consisted primarily of customers executing transactions related to trade; it now includes international investors, speculators, and other new players. The remaining 20 percent of transactions involve financial institutions other than bank dealers, mostly securities firms active in the international debt and equity markets that have entered the foreign exchange market as intermediaries, providing one-stop shopping for their customers.
Despite the growing diversity of customers, market concentration has increased since 1992, as the proportion of trading carried out by the top banks continues to rise. This trend is most evident in the smaller markets, which are being abandoned by foreign banks seeking to consolidate their business in the major centers, but it is also being seen in the major centers. Between 1992 and 1995, the market share of the top ten dealers in Tokyo rose from 44 percent to 51 percent, in New York from 41 percent to 47 percent, and in London from 43 percent to 44 percent. The top 20 banks accounted for 70 percent of daily foreign exchange transactions in New York in 1995, up from 60 percent in 1992, and 68 percent in London, up from 63 percent in 1992. The picture of the foreign exchange market that emerges from the 1995 survey resembles the flight map of a growing airline, in which the hubs are getting bigger and the spokes more numerous—and market participants are increasingly interconnected.
Liquidity. The foreign exchange market is highly liquid—transactions tend to be large and are executed frequently. A typical dealing institution writes between 3,000 and 4,000 trading tickets for foreign exchange transactions during an average 24-hour day, and about 50 percent more than that on a busy day. Quoted prices can change 20 times a minute for major currencies, with the dollar-deutsche mark rate changing up to 18,000 times during a single day. During periods of extreme stress, a single dealer may execute a trade every two to four minutes. Single transactions worth between $200 million and $500 million are not uncommon in the foreign exchange market and, at most times, do not affect prices.
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While often overshadowed by the spot market, there is a growing and vibrant derivatives market based on foreign exchange. Over-the-counter (OTC) derivative contracts involving foreign exchange accounted for 37 percent of the estimated $47.5 trillion in outstanding notional principal of derivatives contracts at the end of March 1995, as reported by the first BIS survey of derivatives. Since notional principal provides information only about the outstanding face value of the contracts being held and not about their economic value, the BIS estimates their gross market value as well. Foreign exchange contracts account for 64 percent of the gross market value of $2.2 trillion, which itself represents roughly 5 percent of reported notional principal.
Of total OTC derivative contracts, 6 percent were foreign exchange options contracts. While this is still a relatively small percentage, there is keen interest in foreign exchange options products. The hedging strategies of many “exotic” and “plain vanilla” options require the continuous buying and selling of the underlying currencies to maintain risk-free hedges. Thus, they are often written on the most liquid foreign currencies, increasing the volumes traded in the spot market.
Transactions in the foreign exchange market take place at all hours of the day and night and, more often than not, involve institutions in different national jurisdictions. It is this last feature—the cross-border, cross-time-zone nature of the transactions—that poses the greatest challenge for the efficient settlement of the nearly $2.4 trillion two-way payments or the estimated 250,000 to 300,000 exchanges of currency every day. Large settlements pose at least two types of risk.
Herstatt risk. The first has been called Herstatt risk, after Bankhaus Herstatt, which failed to deliver US dollars to counterparties after it was ordered into liquidation by the German authorities in 1974. Banks are exposed to large amounts of cross-border settlement risk because irrevocable settlement of the separate legs of a foreign exchange transaction may be made at different times. For example, delivery of yen to a New York bank’s Japanese correspondent bank in Tokyo occurs during Tokyo business hours, while the corresponding delivery of dollars by a New York bank to a Japanese counterparty’s US correspondent bank in New York occurs during New York business hours. Since the two national payment systems are never open at the same time, there is the risk that after the first counterparty has delivered one side of the transaction, the other counterparty may go bankrupt and fail to deliver the offsetting currency.
More than 20 years after the collapse of Herstatt, there is still no widely accepted method of quantifying settlement risk. The Foreign Exchange Committee, a private sector group sponsored by the Federal Reserve Bank of New York, was the first to survey foreign exchange dealers and provide a methodology for examining settlement risk, as well as a set of recommended best practices, in its report, “Reducing Foreign Exchange Settlement Risk.” More recently, in March 1996, the Committee on Payment and Settlement Systems of the Group of Ten (the ten industrial countries with the largest economies) released the Allsopp Report, which, building on the earlier methodology, analyzes existing arrangements and sets out a strategy for reducing settlement risk.
The Allsopp Report found that foreign exchange settlement is not just an intraday phenomenon and that payment lags can initially last at least one to two business days; another one to two business days may then elapse before a bank is assured that it has received the requisite payments. The amount at risk at a bank could exceed three days’ worth of trades, so that the exposure to even a single counterparty could exceed a bank’s capital. While the risk is only beginning to be recognized and quantified, recent foreign exchange payment defaults, including those of the Bank of Credit and Commerce International (BCCI) and Barings Pic, demonstrate that the risk cannot be ignored.
The liquidity risk. The second risk has to do with the possibility a counterparty will default because of an operational or systems problem that leaves it with insufficient liquidity to make payment. In most cases, operational failures can be resolved within 24 to 48 hours, and overnight funding can be obtained to cover a failed delivery of currency. It is not uncommon, however, to have more than $2 billion outstanding between banks overnight. A large operational failure could surpass the ability of even some of the best-capitalized institutions to access money markets, especially when notice of the failure is received during off-hours in the institution’s domestic market or when the undelivered currency is not one in which the exposed institution customarily borrows. This is an especially important issue in emerging markets, where the physical infrastructure for payment and settlement may not be adequate to accommodate transactions that are increasing in size and number.
Impact on financial markets. A counterparty that defaults because of either an insolvency or a liquidity problem could trigger a systemic problem. The most commonly articulated scenario is one in which the failure of one large bank causes a second bank to fail, in turn causing a third bank to fail, and so on—a “domino effect.” Another situation might arise in which a small number of institutions independently fail to deliver, causing other institutions to fail or to encounter liquidity problems.
These scenarios are more likely to occur when institutions are highly interdependent. Using actual gross settlement numbers from a day in 1994 when the yen appreciated against the dollar by 5 percent, Multinet, a multilateral foreign exchange netting facility under development, showed that the failure of the participant with the largest position within its system could have caused a number of other participants to fail.
Proposals for managing settlement risk are based on two approaches: (1) eliminating the delay between the two legs of a transaction and (2) reducing the number and size of payments requiring settlement.
Simultaneity. The first approach is based on the belief that settlement risk could be eliminated, or at least substantially reduced, if payments in the corresponding currencies were delivered and guaranteed simultaneously, thereby averting the possibility of default between the time one payment is made and the other is received. This approach requires important changes in arrangements for international payments. First, gaps in the operating hours of the major wholesale domestic payment systems would need to be closed. Second, some type of linked payment systems or verification of payments is required to guarantee intraday “finality of payment”—that is, the irrevocability of the payments and the ability of the counterparties to use their payments as soon as they are received.
The major financial centers account for a growing share of foreign exchange transactions
(daily average in billion dollars)
Source: Bank for International Settlements, 1996, Central Bank Survey of Foreign Exchange and Derivatives Market Activity, 1995 (Basle).
Note: Data are adjusted for local double counting except for 1992. Category “Other” is composed of 20 countries: Australia, Austria, Bahrain, Belgium, Canada, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, the Netherlands, New Zealand, Norway, Portugal, South Africa, Spain, and Sweden.
The elimination of gaps in operating hours is fairly straightforward. While there is still much work to be done before every country has a payment system capable of processing and settling large-value transactions in real time (a “real-time gross settlement,” or RTGS, system), improvement for the major currencies is expected in 1997 when the United States’ RTGS system, Fedwire, will open at 12:30 a.m. local time. This will create an overlap between payment systems in the United States and Japan and increase the overlap between the US and German payment systems. More improvements should occur in 1999, when the Trans-European Automated Real-Time Gross Settlement Express Transfer (TARGET) system in Europe will link the existing and new RTGS systems of member countries in the European Union.
The second change involves larger public policy issues and is more problematic. It is typically assumed that only a central bank can guarantee finality of payment in its own currency; the achievement of simultaneous finality would thus require the coordination of foreign exchange-related payments among central banks. Although it is technically feasible to create cross-border links within the RTGS systems run by the central banks so that, for example, verification that a yen payment has been received in Tokyo is made before the corresponding dollar payment is released in New York, there are difficult practical and political issues that need to be resolved. For example, one potential side effect of linking national RTGS systems is that a disruption at one site would affect other sites. This would be an especially difficult situation if the ability to access off-hour money markets were inhibited or the money markets were not deep enough to provide adequate liquidity for the duration of the disruption. Multiple central banks running such linked RTGS systems may be required to supply central bank credit and liquidity facilities until the site where the dislocation occurred is able to adapt. Questions regarding which banks would supply the credit, to whom, and for how long, and how excess funds would be “mopped up” after the event would all have to be addressed. There would be a need for increased international coordination of macroprudential, supervisory, and lender-of-last-resort policies.
The central banks of the Group of Ten countries have thus far been reluctant to link their domestic payment systems and instead have pressed the private sector for solutions to settlement problems. One way to reduce settlement risk would be by altering or augmenting bank risk-management techniques. For example, credit risk control processes could be adapted to identify and control the foreign exchange settlement exposures of counterparties. Improved back office payment processing, correspondent banking arrangements, and bilateral netting capabilities may also reduce settlement risks. Altering the timing of payments and identifying final or failed receipts as soon as possible could also help banks shorten the duration of settlement risks. These solutions require no public sector involvement and could substantially reduce settlement exposures.
A more aggressive private sector approach being examined by 20 internationally active banks known as the Group of Twenty is to set up a “global clearing bank”—a private sector institution that would act as the link between national payment systems, verifying payments so that simultaneity could be achieved. While a global clearing bank appears to be, in principle, the most direct method for managing Herstatt risk, there are remaining challenges.
First, the clearing bank’s ability to guarantee finality of payment in each country is uncertain. Finality would require that the legal status of settlements be similar in all participating countries, which, in turn, requires that the participants address such issues as the clearing bank’s location, corporate form, and relation to national settlement facilities. Second, the operation of a global clearing bank might have an impact on liquidity in short-term money markets and, thus, on management of liquidity by the central banks, and, perhaps, on monetary policy objectives. If a global clearing bank required its members to pay large sums of money into their accounts to cover large settlements, it might drain liquidity from domestic money markets. The loss of liquidity might offset the ability of a central bank to control short-term interest rates and provision of intraday liquidity to domestic money markets. Furthermore, until the RTGS systems involved in the settlement of the major currencies are operating 24 hours a day, the clearing bank’s procedures may require funds to be available to support settlement during the short periods of overlapping hours between the various national RTGS systems. It is unclear whether sufficient liquidity would develop during these periods to support the settlement of cross-border transactions. Finally, a single system purporting to settle the majority of global foreign exchange payments would be vulnerable to technological failures; several redundant systems would probably be required to minimize this risk.
Reducing settlements. In theory, a well-constructed global clearing bank could eliminate foreign currency settlement risk. However, the problems of harmonizing national laws and developing procedures for adequate liquidity provision, although not insurmountable, are difficult and time consuming. Because the development of such a bank is still in its early stages, private sector bilateral and multilateral netting arrangements are receiving increased attention. These arrangements are based on the second approach to managing settlement risk—that of dramatically lowering the size and number of payments.
Formal bilateral netting systems, available since 1990, periodically aggregate the amounts owed between counterparties and calculate one payment per currency for each pair of counterparties—there are no automatic payment facilities and the systems do not assume foreign exchange exposures. (Informal bilateral arrangements may be privately negotiated between counterparties at any time.) Bilateral netting can reduce amounts at risk by an estimated 50 percent, on average.
Multilateral netting systems net the amounts owed among a group of counterparties through a clearinghouse arrangement, resulting in one payment each day in a given currency to or from the clearinghouse by each counterparty. While Multinet is still under development, another system, the Exchange Clearing House (ECHO), became available in August 1995. Multilateral netting can reduce settlement risk by 73 percent for a group of about 20 participants, and by as much as 95 percent for a bigger group.
One of the primary difficulties faced by multilateral netting systems has been making netted contracts legally enforceable. Compared with other types of clearinghouses, a foreign exchange netting system cannot operate effectively without resolving the legal status of contracts in many different jurisdictions. The clearinghouse itself needs to be able to guarantee that the contracts it enters into are legally binding, and institutions from different legal jurisdictions need to guarantee their ability to net and enter into contracts with the clearinghouse. In addition, in situations of insolvency, the counterparties and clearinghouse need to assure themselves of access to collateral that may be held outside any of their legal jurisdictions.
To attract members and satisfy regulators, netting systems need to ensure that the clearinghouse does not take on settlement exposures that cannot be covered in the unlikely event of a failed payment or the bankruptcy of a user. As a general rule, netting systems are required to meet the Lamfalussy minimum standards established by the Group of Ten’s central banks, which require that the multilateral netting system “be capable of ensuring timely completion of daily settlements in the event of an inability to settle by the participant with the largest single net debit position.” To meet this requirement, the multilateral netting system relies on a combination of real-time exposure limits, the collection of collateral or margin, and precise operating procedures for limiting the duration of settlement risks and for dealing with a defaulting member.
To avoid transferring a failure to its other members, a multilateral netting system needs to be able to acquire funding if payments are withheld and to continue payments to other members. Multilateral netting systems have broached the funding issue either by holding collateral or by assuring themselves of outside sources of liquidity—for example, lines of credit and foreign exchange swap facilities, mostly with member banks. However, it is unclear whether the systems can rely on lines of credit with member banks, because these may also be affected by a liquidity problem during a period of stress. Ultimately, then, central banks would serve as the backstop in a liquidity crisis, just as they do without private multilateral netting systems.
It is worth emphasizing that netting systems are not stand-alone methods for eliminating settlement risk. After payments are netted, banks must still use a payment system that guarantees finality of payments. Thus, once the netting has been accomplished, the system’s operating procedures are critical in determining the amount of time between the settlement of the two legs of the transactions. Both netting systems have the ability to collect payments from participants a few hours before releasing their payments to the recipient participants for currencies in which it is feasible to access large-value RTGS systems simultaneously, shortening the exposure period. But, unless there is simultaneous finality of received payments, there remains some degree of Herstatt risk.
Two multilateral netting systems may not be sustainable. The degree of risk reduction is a function of the number of linked counterparties and is therefore greatest when all the largest participants join the same system. It may not be cost-effective for a single bank to become a member unless the other banks with which it does business join the same netting system. Furthermore, a bank may wait to see what its counterparties do, delaying realization of the system’s full potential for risk reduction until enough banks join one netting system to make it cost-effective for the others.
With the recent Group of Twenty initiative to develop a global clearing bank, the bilateral and multilateral netting systems face further challenges. While the two approaches to lowering Herstatt risk could be viewed as complementary, both require scarce funds from banks’ foreign exchange trading businesses. Further, as competing approaches to the reduction of Herstatt risk present themselves, banks may wait until one system emerges a clear winner before attempting to reduce their own settlement exposures. But both the bilateral and the multilateral netting system and a global clearing bank are economically viable only for the transfer of large payments. Hence, competition among the groups developing methods to lower Herstatt risk may reduce the effectiveness of any one system and slow the adoption of strategies to reduce Herstatt risk.
The foreign exchange market has registered healthy increases in turnover and continues to be the most liquid of markets. However, the size and number of transactions, and the increased concentration of transactions in a handful of international banks place the foreign exchange market at the nexus of the global network of interbank payments. Any disruption in the settlement of foreign exchange transactions could have serious consequences for global trade and finance and for the international banking system. One of the main difficulties in settling foreign exchange payments is that it is not always possible to make final payments simultaneously. This creates a window in which one of the counterparties could fail to deliver, with possible repercussions for the international banking system. Both the private and the public sectors are aware of this difficulty and are pursuing several initiatives that will enable them to reduce and better manage foreign exchange settlement exposures. However, these initiatives are not yet comprehensive or coordinated. Their success will require vigilance and persistence on the part of central banks.
This paper is based on Annex III of the International Monetary Fund’s International Capital Markets: Developments, Prospects, and Key Policy Issues, World Economic and Financial Surveys (Washington, 1996).
Laura E. Kodres
Changes in the financial markets over the past decade have threatened the stability of the international financial system, spurring the G-10 to strengthen bank supervision and regulation. The challenge now is to extend the benefits of multilateral arrangements to emerging market countries.
THE GROUP of Ten, or G-10—the policymaking body for the ten industrial countries with the largest economies—has responded to the momentous changes in financial markets in the 1980s and 1990s by strengthening supervision and regulation of the international banking system through several multilateral arrangements. These arrangements have generally been successful in reducing risks to the system and averting potential problems, although there have been some close calls (see box). To preserve the stability and efficiency of the global financial system, they now need to be broadened and extended to include emerging market countries that could have a systemic impact.
In recent years, a number of emerging market countries, particularly in Asia, have become important participants in the international financial markets. The exposure of investors and banks in industrial countries to emerging market countries has increased substantially, as portfolio investment flows and bank lending to the emerging markets have grown and the latter’s financial sectors have expanded, relative to the financial sectors of industrial countries (see chart). Singapore and Hong Kong have become, respectively, the fourth and fifth largest foreign exchange trading centers in the world. Even developing countries that are not yet major players in the financial markets would benefit from being included in multilateral arrangements—a sound financial system can make an important contribution to economic performance. Although the Bank for International Settlements (BIS) is increasing its membership to include central banks from emerging market countries with large economies or major financial markets, there is little agreement on how to expand current cooperative arrangements of G-10 bank supervisors to include other countries.
The major industrial countries have recognized the inadequacy of nationally focused strategies in today’s financial environment. With the growing globalization of financial markets, financial institutions can move their business to countries with less stringent supervision and regulation to evade domestic prudential restrictions—and countries will compete with each other for this business. Cooperation in assigning responsibilities for prudential oversight of internationally active banks and in setting minimum standards for banks is therefore critical.
The G-10 countries have forged agreements in these areas through the Basle Committee on Banking Supervision, which was established in 1974, with a permanent secretariat at the BIS, after a crisis in the foreign exchange markets. In 1975, the Basle Concordat developed the principle that the home country is responsible for supervising, on the basis of a consolidated balance sheet, the global operations of international banks in its jurisdiction. The Concordat has been strengthened on several occasions (most importantly in the aftermath of the failure of the Bank of Credit and Commerce International (BCCI)). And, in 1992, the Basle Committee agreed on a set of minimum standards for the supervision of international banks and their cross-border establishments. The standards set out the right of home country supervisors to obtain the data needed for the consolidated supervision of international banks and strengthened the host countries’ authority to impose restrictive measures if the minimum standards are not met. Such measures include imposing deadlines for meeting acceptable standards, obliging foreign branches to be restructured as separately capitalized entities, and even closing banking establishments.
Another agreement forged by the Basle Committee on Banking Supervision concerns regulatory capital requirements for international banks. Internationally active banks will be allowed to use their own internal risk-management models to estimate and control the total net loss they could sustain during a specified number of trading days (the so-called value-at-risk methodology), with the regulatory minimum capital requirement for market risk then being determined as a multiple of the bank’s value at risk. The new methodology creates powerful incentives for banks to improve risk management—successful efforts by banks to control their market risk are rewarded with a lower regulatory capital ratio.
Two other committees that address systemic issues are the Eurocurrency Standing Committee, which was created in 1962 in response to concerns about the growth of the Eurodollar markets, and the Committee on Payment and Settlement Systems, which was set up in 1989 to set standards for wholesale payments systems (see the article by Laura E. Kodres in this issue).
The success of the Basle Committee on Banking Supervision is due largely to three factors. First, the Committee has no international or cross-border means of enforcement and leaves enforcement to national supervisory authorities. Second, it has been careful to involve the international banking industry in achieving a consensus, as have the two other committees. Third, its membership has remained small and has not changed since its inception, enabling G-10 bank supervisors to build effective working relationships and reach agreements through mutual education and persuasion.
Some of the agreements reached by these committees are also implemented by countries that are not members of the G-10. The 1988 accord on risk-weighted capital standards for international banks is one example. Others, however, such as those relating to the sharing of supervisory responsibility and information, are difficult for nonmembers to implement, in part because of the confidential nature of supervisory information. Some of the intangible benefits flowing from the work of the committees are also not easily transferred to nonmembers—for example, the educational benefits of the consensus-building approach, which has led to a great improvement in the quality of prudential supervision in G-10 countries. Also, the successes and international prestige of the committees have made it easier for supervisors in the committees’ member countries to overcome domestic opposition to agreed regulatory measures.
There is widespread agreement among supervisors and market participants in the major industrial countries that a way will have to be found to extend the improvements in the supervisory and regulatory infrastructure in international financial markets to the systemically important emerging market countries. Two reasons are generally cited.
First, a financial crisis in an emerging market country may cripple economic performance, with potentially adverse consequences for the country’s trade and financial partners, as was demonstrated in the Mexican crisis in 1995. Because capital markets in most developing countries are still relatively underdeveloped, the banking system typically plays a central role, intermediating the overwhelming share of domestic savings and cross-border capital flows. Bank assets are therefore particularly vulnerable during economic downturns, and may bear the brunt of any increase in short-term interest rates required to defend an exchange rate in the event of a sudden capital outflow. Second, integration of the emerging market countries into the international financial system will require, among other things, that both the quality of prudential supervision and the ability of financial institutions in these countries to manage risk be raised to international standards. Only then will financial institutions in industrial countries be prepared to offer their counterparties in emerging market countries the same kinds of terms they offer each other.
Certain characteristics of the emerging market countries’ financial and legal systems may make surveillance difficult, however. For example, bank supervisors may have less technical ability and fewer resources than their counterparts in the G-10 countries (Hong Kong and Singapore are exceptions), and supervision and financial accounting methods may not be sophisticated enough to keep up with internationally active financial institutions. Moreover, supervisors may be unable to get a comprehensive picture of all of the activities of domestic banks, as domestic and foreign banks move some wholesale activities in emerging markets offshore and alter their risk positions through the use of derivatives and offshore transactions. Legally, it may be difficult for supervisors to implement prudential directives. Economies dominated by a small number of large corporate groups may be unable to avoid concentrations of risk and ownership. And, in many countries, extensive financial safety nets have undermined market discipline with respect to credit allocation.
Most banking supervisors in the G-10 countries think that existing institutional arrangements cannot easily be enlarged to include emerging market countries and should not be disrupted. New arrangements are needed that complement, rather than replace, existing arrangements. International banks and institutional investors have indicated that they would support efforts to broaden surveillance to include some emerging market countries, provided that these efforts are consistent with the existing international framework and do not introduce new restrictions.
Improving communication and coordination
The recent incidents involving Barings and Daiwa Bank suggest that there is room for improving communication and coordination between banking supervisors in the G-10 countries and futures markets supervisors. If communication between the Bank of England, the Singapore International Monetary Exchange, and the Osaka Securities Exchange had been better, authorities might have been alerted earlier to the large positions being built up by Barings on the two futures exchanges. The fact that the problem occurred in the overseas securities subsidiary of a bank made supervision much more complicated. The incident led futures markets regulators to adopt a new set of principles guiding the exchange of information—the so-called Windsor Declaration.
In the case of Daiwa Bank, communication between the Japanese Ministry of Finance and US regulators after Daiwa’s problems had come to the attention of the Finance Ministry was also poor. The Ministry affirmed publicly that the exchange of information would have been better had the Basle Concordat been followed.
Although there is little agreement in the official sector on the details of how to expand existing arrangements, there is a consensus on three main points.
First, international cooperation in the area of financial surveillance should be based on home country control, rather than on supranational legal arrangements. Legally binding international treaties would not only be difficult to negotiate in the supervisory and regulatory area but would also be insufficiently flexible in implementation and slow to respond to changes in the international financial environment.
Second, international agreements and arrangements should include all countries with financial institutions that are significant players in the international financial markets because of the likelihood, in the absence of comprehensive coverage, of regulatory arbitrage by financial institutions and competition among countries to attract these institutions. Furthermore, since the number of countries with institutions that participate in the international financial markets is likely to increase, it is important to have a well-established, flexible mechanism for adding countries to multilateral agreements.
Third, international agreements should be narrowly focused on (1) minimum standards for the regulation and surveillance of internationally active financial institutions; (2) assignment of responsibility between home and host countries for the surveillance of the operations of international banking institutions; and (3) the exchange of information among national supervisory authorities.
Supervisors in the major industrial countries broadly agree that a list of minimum prudential standards should include, among other things, five key items:
• a requirement that national supervisors have the ability to supervise financial firms on a “globally consolidated” basis (this term is open to a wide range of interpretations) so that no important domestic or foreign banking activity remains without oversight;
• regulatory capital standards, including standards for the management of market risk;
• internationally accepted loan-classification and provisioning rules;
• limits on large exposures (including intragroup exposures); and
• sufficient legal authority for supervisors to obtain all relevant financial information through on- and off-site inspection and to close financial institutions or limit their activities when regulatory requirements are violated.
The promulgation of minimum standards is generally viewed favorably by supervisors and market participants alike; the success of such standards depends on how rigorously they are implemented. Moreover, even though they may need to be guided by internationally agreed standards, countries should adopt standards that reflect individual differences in financial structure and vulnerability, and domestic supervisors should have full authority over the regulation of domestic financial activity.
Growing influence of emerging markets, 1987–95
(percent of totals for Group of Ten countries)
Sources: International Finance Corporation, Emerging Stock Markets Factbook, various issues; and International Monetary Fund, International Financial Statistics, various issues, and World Economic Outlook databases.
Note: The group of emerging markets, as defined by the International Finance Corporation, consists of 26 countries and includes Australia and New Zealand, which have weights of 8.5 percent, 3.5 percent, and 12.0 percent in the calculations for GDP, total reserves minus gold, and stock market capitalization, respectively.
A failure to broaden existing multilateral frameworks for the surveillance of international financial markets could create pressure for countries to enter into regional arrangements. The proposal by Governor Bernie Fraser of the Reserve Bank of Australia to set up an “Asian BIS” may be a first step toward such an arrangement. Although the proposal does not envisage definition of minimum supervisory standards—at least at this time—the exchange of information and cooperation in times of turbulence is a stated objective. Some central banks in Asia have also made joint efforts to prepare for sudden pressure on exchange rates. And a number of cooperative regional arrangements have been set up in Asia, Europe, the Middle East, and Latin America and the Caribbean, mainly as consultative bodies that provide regional technical assistance and training and facilitate cooperation.
Regional arrangements may be helpful in certain respects but will prove inadequate in the long term. Financial institutions increasingly operate globally in wholesale markets, not regionally. This is why the European Union has modeled many of its legally binding prudential requirements for European Union banks on the requirements of the Basle Committee on Banking Supervision. Nevertheless, regional initiatives could complement a global approach by providing a channel for promulgating best practices and implementation and for sharing views and information.
This article was prepared by a staff team from the IMF’s Research Department and is based on Chapter IV of International Capital Markets: Developments, Prospects, and Key Policy Issues, World Economic and Financial Surveys, International Monetary Fund (Washington, 1996).
PAULA R. DE MASI
Economic forecasting is an art, not a science. Economic outcomes are often influenced by unanticipated events, and data may be inadequate, particularly in developing countries.
THE DISAPPOINTING growth performances of some industrial and developing countries in 1995–96, and the successive revisions of the IMF staff’s growth estimates for several regions have highlighted the margins of uncertainty surrounding economic projections. Revision of economic forecasts is not an uncommon occurrence, however, as those who have tried to predict the paths of business cycles—particularly the turning points—know all too well. A recent study by Professor Michael J. Artis of the European University Institute in Florence, Italy (see references) examines the IMF’s economic forecasting record from 1971 to 1994.
In principle, the projections in the World Economic Outlook (WEO)—like most official forecasts—are based on the assumption that economic policies will not change during the forecast period. Maintaining such an assumption, however, is difficult because much of the market information available at any point in time (including indicators such as interest rates, exchange rates, and business expectations) reflects, among other things, the anticipation that policy variables may change in the future. For this reason, Artis’s study followed the general practice of treating “unchanged policy” projections as “unconditional.”
On this basis, the WEO’s year-ahead forecasts of growth for the industrial countries as a group have been either too high or too low by about 1 percentage point, on average—a significant degree of error when measured against the actual average absolute growth rate of 2.75 percent. Inflation has been over- or underpredicted by about 0.75 percent a year, on average, a relatively smaller margin of error when measured against an actual average inflation rate of 5.75 percent. The WEO’s most accurate forecasts of growth rates appear to have been those for France and the United States, of the major industrial countries (Chart 1); for inflation, however, the WEO has had most success with its forecasts for Germany.
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Chart 1 Real GDP growth in industrial countries World Economic Outlook forecasts compared with actual 1
(percent)
Source: IMF, World Economic Outlook, October 1996, World Economic and Financial Surveys (Washington).
1World Economic Outlook forecasts are for the year ahead; actual represents the first settled estimates available.
Average forecast errors, however, represent only one of many criteria by which to judge the WEO’s forecasting record. Errors generated by a good forecast procedure should be unbiased and serially uncorrelated (i.e., errors should not be related systematically over time), and have no other property indicating that there is information in the data that could be used to improve the forecasts—in other words, the forecasts should be efficient. Judged by these criteria, the WEO forecasts of output growth for the industrial countries are broadly satisfactory. There is little evidence of bias or serial correlation and, on the whole, the forecasts are efficient. When the data for the industrial countries are pooled, some evidence of bias emerges, but this is primarily due to errors generated in the first half of the sample period. For inflation, however, the evidence is mixed. Although the forecasts are generally unbiased and efficient, they appear to suffer from serial correlation, suggesting that it takes time for forecasters to recognize that the inflation environment has changed.
Forecasting output and inflation for the industrial countries has not become any easier over time. In his analysis of two sub-samples of the forecast errors (pre- and post-1983), Artis shows that there is not a great deal of difference in the accuracy of forecasts between the two periods relative to forecasts based on “naive” methods, such as the assumption of a random walk (the direction of movement from year to year is determined by chance). Even though the first subsample includes the unusual economic disruptions associated with both of the major oil shocks, the environment of the second subsample did not prove any easier for forecasting.
Artis’s study confirms that the greatest area of weakness in forecasts for the industrial countries is predicting turning points in the business cycle. During the most recent cycle, forecasters had considerable difficulty anticipating the strength of the upswing and the duration of the subsequent slowdown. For inflation, although a number of statistical tests reveal that the accuracy of the forecasts did not improve, there was a large decline in the average absolute value of errors, reflecting a decline in the actual average rate of inflation.
The WEO forecasts for the major industrial countries are not the only forecasts to contain large errors with respect to the turning points of the business cycle. In a study carried out in 1988, Artis compared WEO forecasts with forecasts by the Organization for Economic Cooperation and Development (OECD) and by official forecasters from a variety of countries. The major forecasting errors were present in all forecasts. In Artis’s 1996 study, a comparison of WEO forecasts with the private sector Consensus Forecasts reveals that, over the last business cycle (1990–94), the forecasting errors were generally the same. A scatter plot of the Consensus Forecasts and WEO forecast errors of output growth for the major industrial countries is shown in Chart 2. Most of the observations fall on, or close to, the 45-degree line, suggesting that it the two forecast error records are similar. Moreover, many of the errors fall in the upper right quadrant of the chart, indicating that both forecasts tended to overestimate growth. The WEO forecasts, however, seem to have been slightly more optimistic than the Consensus Forecasts. A similar scatter plot for the inflation forecasts (Chart 2) shows little overall difference between the two sets of forecast errors.
Chart 2 Major industrial countries: comparison of World Economic Outlook and Consensus Forecasts errors 1
Sources: IMF, World Economic Outlook, October 1996, World Economic and Financial Surveys (Washington); and Consensus Economics Inc., Consensus Forecasts.
1 Forecast errors are for the period 1990–94 and are defined as year-ahead forecast values minus actual realized values. Each observation shows the Consensus Forecasts and World Economic Outlook forecast errors for one of the seven major industrial countries for forecasts constructed at approximately the same time.
Forecasting movements in economic activity is even more difficult for the developing countries. In many countries, the data on which the forecasts are based are not timely and are of poor quality. In addition, many developing economies experience relatively greater volatility than the industrial economies, especially in countries with acute domestic or external imbalances or in those that are subject to fluctuating commodity prices or major shifts in investor sentiment. Even though an analysis of the aggregate performance of the developing countries should reduce the influence of these factors, the forecast performance is considerably less satisfactory than for the industrial countries.
The average forecast errors for 1977–94 for output growth and inflation differ considerably across regions of the developing world but are relatively large in comparison with their average absolute actual values. They are particularly large in the Middle East region, where uncertainty in oil markets and events such as the Persian Gulf war have complicated forecasting efforts, and in Latin America and the Caribbean, where output and inflation have tended to be more volatile than in other regions and developments have been dominated by a few large countries. It is important to note, however, that a significant source of forecast errors for the developing countries is the fact that the projections published in the WEO are consistent with those underlying IMF-supported policy programs, which are naturally based on the assumption that these programs will be implemented and successful.
Additional analysis of these forecast errors reveals that for output growth, there is evidence of positive bias for both Africa and Latin America and the Caribbean. In contrast, for inflation, there is evidence of a negative bias in most developing regions, and of serial correlation in Africa and Latin America and the Caribbean. Overall, these results, when compared with those for the industrial countries, suggest that it is much more difficult to forecast both output and inflation for the developing countries, and that historically there has been some bias in these forecasts.
The WEO forecasting record for both the industrial and developing countries suffers from a variety of weaknesses, and evidence suggests that forecasting has not become any easier over the sample period. Although certain factors seemed to promise increased accuracy—the cumulative experience of forecasting; greater timeliness of forecasts, thanks to advances in data pro-cessing; and growing competition in the field of economic forecasting—the structure of the world economy has been changing rapidly. As a result, new and sometimes unpredictable sources of error are being introduced, further complicating the fore-caster’s job.
Artis concludes that recent attempts to predict cyclical turning points have been especially disappointing, although, to be fair, the record needs to be assessed against the difficulty of the task. The oil price shocks in 1973 and 1979 and their impacts on the world economy were the driving force behind business cycle developments in the 1970s and early 1980s, and forecasters may be forgiven for not having foreseen oil price increases. The period since the mid-1980s has been different, however, with supply shocks playing less of a role. Notwithstanding “exogenous” events, such as the drop in oil prices in the mid-1980s, the Persian Gulf war, the unification of Germany, and the collapse of central planning, the prolonged global upswing of the mid-to-late 1980s and the subsequent slowdown appear to have been “endogenous,” and forecasting errors are harder to justify. If it is true that the recent business cycle largely followed the natural momentum of a more integrated and less regulated world economy, forecasters will do well to learn from it. It is too early to say how successful this learning process will be.
1 Michael J. Artis, 1988, “How Accurate is the World Economic Outlook? A Post-Mortem on Short-Term Forecasting at the International Monetary Fund,” Staff Studies for the World Economic Outlook (Washington: International Monetary Fund), pp. 1–49.
2 Michael J. Artis, 1996, “How Accurate are the IMF’s Short-Term Forecasts? Another Examination of the World Economic Outlook,”IMF Working Paper No. 96/89 (Washington: International Monetary Fund).
Paula R. De Masi
THE YEARS from 1992 to 1995 were marked by a series of crises in international financial markets; in contrast, the 12 months ending June 1996 have been a period of relative calm. Indeed, the global financial system appears to have emerged stronger and more resilient from the costly and disruptive crises of the earlier years. Financial institutions in most of the major industrial countries have made important progress in implementing reforms to improve their ability to manage and control financial risk. Furthermore, the major industrial countries are continuing to restructure their financial, regulatory, and surveillance activities in line with developments in international markets and strengthen market infrastructures, in particular wholesale payment systems. Although much remains to be done, many emerging market countries have also initiated financial reforms to better withstand the vicissitudes of an open international financial environment.
The fruits of these efforts are now visible in recent market developments. Although the scale of financial activity is continuing to grow, market participants, including such risk-tolerant investors as macro-hedge funds, are more disciplined and cautious, and less likely to ignore market fundamentals, and markets appear better able to shrug off periods of turbulence, at least for now.
Recent crises appear to have been the inevitable by-product of the transformation and restructuring of international finance that has taken place during the past ten years. This transformation has forced both official and private participants in international financial markets to adapt quickly in order to better manage the private and systemic risks posed by these developments.
Although the fallout from the Mexican financial crisis has not entirely disappeared, capital flows to the emerging market countries have returned to levels attained prior to the crisis, and international investors are exercising greater discrimination among regions (Chart 1) and among different types of assets than had been evident before the crisis. Nevertheless, a rapid increase in the issue of yen- and deutsche mark-denominated bonds raises questions regarding the ability of some emerging market countries to manage currency exposures prudently, and it also calls into question the ability of retail investors to adequately assess sovereign credit risk. A certain amount of volatility in capital flows is inevitable, but the changing composition of these flows (Chart 2) indicates a reduced risk of sudden large-scale withdrawals from developing countries.
Chart 2 Private capital flows to developing countries, composition
(net capital inflows)
Source: International Monetary Fund, 1996, International Capital Markets: Developments, Prospects, and Key Policy Issues, World Economic and Financial Surveys (Washington).
1 Short- and long-term credits; loans not including use of International Monetary Fund credit; currency and deposits; and other accounts receivable and payable.
Meanwhile, the major international financial markets returned to a state of relative calm in the second half of 1995 after a period of adjustment that began in early 1994 with bond market turbulence and ended in mid-1995 with the elimination of a temporary misalignment of the major currencies. Apart from occasional volatility, markets have remained calmer in 1996, in part also because the macroeconomic environment has been supportive of more stable financial markets.
Two remaining financial policy challenges must be met to ensure the stable evolution of the international financial system. The first challenge is how to extend the successful supervisory and regulatory practices developed under existing Group of Ten multilateral arrangements to include the growing number of systemically important emerging market countries (Chart 3). The continuing globalization of financial markets, now extending gradually to this group of countries, will increasingly demand a more inclusive multilateral approach. The second, and more technical, challenge is how to reduce further the potential for disruptions in the global foreign exchange market—the core of the international financial system—where turnover now exceeds $1 trillion a day (Chart 4).
Chart 3 Net external assets of BIS-reporting banks 1
(vis-à-vis banks in selected economies)
Source: Bank for lnternational Settlements.
1 BIS-reporting banks are banks in the following economies: Austria, the Bahamas, Bahrain, Belgium, Canada, the Cayman Islands, Denmark, Finland, France, Germany, Hong Kong, Ireland, Italy, Japan, Luxembourg, the Netherlands, the Netherlands Antilles, Norway, Singapore, Spain, Sweden, Switzerland, the United Kingdom, and the United States.
2 Global estimated turnover, which is the number reported to the BIS, adjusted for estimated gaps in reporting and for local and cross-border double counting (“net-net” basis).
Efforts to facilitate clearance and settlement of foreign exchange transactions, as well as to reduce outstanding settlement balances, are being given top priority by the major central banks, and several related initiatives are currently being undertaken by the major foreign exchange dealers. There does appear, however, to be scope for greater official involvement in meeting this challenge.
This article is drawn from International Monetary Fund, 1996, International Capital Markets: Developments, Prospects, and Key Policy Issues, World Economic and Financial Surveys (Washington).
STANLEY FISCHER
The enduring challenge facing central banks is to fight inflation. Central banks can best meet this challenge if they are independent and adopt a low inflation target with some flexibility for price shocks in recognition of the short-run trade-off between inflation and unemployment.
THE FUNDAMENTAL task of the central bank is to preserve the value of the currency. The understanding of the centrality of price stability has evolved over the years, and it is worthwhile to review selectively recent developments in thinking about this aspect of the role of the central bank, with an emphasis on unsettled and controversial issues.
As long as countries adhered to the gold standard, rapid inflations were precluded, although prolonged movements in the inflation rate were evident in the nineteenth century. But, the gold standard has two fundamental disadvantages: it makes the growth rate of the monetary base (currency held outside banks plus banks’ claims on the central bank) dependent on the vagaries of the supply of gold; and it is a costly way of producing money—printing and book, or electronic, entry are much cheaper. However, it does in principle have the advantage of keeping control over the quantity of money out of the government’s hands.
The enthusiasm of central bankers and academics for this benefit led after World War I to a return to the gold standard in Europe and the spread of gold-standard-based central banking to many independent developing countries. Currency boards in a number of colonies effectively placed them too on the gold standard, at one remove.
The predominant view before the Great Depression of the 1930s was that the macroeconomy was best put on automatic pilot. Britain’s difficulties after its return to gold in 1925, and even more the Great Depression, reduced confidence in the benefits of the automaticity of the operation of the gold standard and of the market system. Keynes’s General Theory, produced during the Great Depression, provided the predominant theoretical framework in which macroeconomic policy problems were analyzed during and after World War II.
The General Theory does not deal with inflation, but wartime and postwar inflations made it impossible to ignore. For a time there was an awkward intellectual gap between the Keynesian model, used to determine the level of output, and the analysis of inflation, which was explained primarily through the quantity theory of money. That gap was closed by adding the Phillips curve to the Keynesian model. The original Phillips curve implied that there is a long-run trade-off between inflation and unemployment, but that view has long since been abandoned, on empirical as well as theoretical grounds. A closely related notion, that inflation might be good for growth, has also been refuted by empirical evidence, which shows that inflation is in fact negatively correlated with growth—at least at double-digit inflation rates. (See, for example, Fischer (1993) and Bruno and Easterly (1995).)
Some uncertainty remains about the relationship between inflation and growth at low inflation rates. In principle, there is likely to be a turning point in the relationship, since there are grounds for believing deflation is bad for growth. In my work, I have found the negative relationship to continue even in the low single-digit range. However, both Barro (1995) and Sarel (1996) do not find a clear negative relationship below 8 percent inflation, though they do confirm a strong negative relationship at higher inflation rates. Notwithstanding the uncertainty about the negative inflation-growth correlation at inflation rates below 8 percent, no one has yet found evidence for a positive correlation over any sustained period.
Nonetheless, the short-run Phillips curve trade-off between inflation and unemployment remains central to the macroeconomics of monetary policy. It is this short-run trade-off between inflation and the level of economic activity with which central bankers grapple much of the time—often while denying its existence. While there may be good political reasons to wish there were no short-run trade-off, a moment’s reflection on the circumstances in which monetary policy is eased or tightened—as well as more formal empirical evidence—confirms its existence.
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The arguments for central bank independence are well known. They are arguments from the world of the second best. In a first-best world, monetary and fiscal policy would be perfectly coordinated and chosen, and there would be no need for an independent central bank. But in the imperfect world in which most central bankers ply their trade, political systems tend to behave myopically, favoring inflationary policies with short-run benefits and discounting excessively their long-run costs. An independent central bank, given responsibility for price stability, can overcome this inflationary bias.
The empirical evidence that, on average, countries with more independent central banks have lower inflation, at no cost in terms of growth or the variability of growth, is persuasive. Of course, it is possible to have low inflation without an independent central bank. Nevertheless, the evidence is that a country is more likely to have low inflation if the central bank is independent, and there are good reasons to expect that outcome when the fiscal authority is not highly disciplined.
Given the short-run trade-off between inflation and unemployment, shouldn’t the central bank be given the task of maintaining full employment together with that of maintaining low inflation? It is sometimes argued that the rate of unemployment is determined by structural factors, and that it is therefore inappropriate to direct monetary policy to take unemployment or the level of output into account. While structural unemployment is beyond the reach of monetary policy, cyclical unemployment is not. It cannot therefore be argued that monetary policy decisions should pay no heed to the state of the business cycle and focus only on the rate of inflation. Nor does any central bank behave that way.
Most of the time—when the economy is being affected by demand shocks—a monetary policy that has the goal of maintaining low inflation will also be appropriate for the stabilization of output. When the economy is overheating, restrictive monetary policies will prevent both inflation from rising and output from overexpanding. When the economy is in recession, or recession is anticipated, monetary policy can become more expansionary without increasing the inflation rate. However, there are always differences of view on the speed with which policy should be adjusted, and on the balance of risks, even in dealing with demand shifts. These conflicts become more marked when the economy is hit by a supply shock. In practice, central banks tend to accommodate adverse supply shocks, allowing a temporary rise in inflation to mitigate the decline in output.
Not only does monetary policy affect both output and inflation, but inflation is also affected by other policies, especially fiscal policy. It is a political judgment, supported by political and economic theory and evidence, that control over inflation should nonetheless be made the primary goal of monetary policy. A central bank given multiple and general goals may choose among them and will certainly be subject to political pressures to shift among its goals depending on the state of the electoral cycle. Sharing the formal responsibility for inflation control equally among several policymaking branches of government helps ensure that none takes actual responsibility.
This fact makes a strong case for giving primary responsibility for control over inflation to the central bank. However, since the public needs to understand the basis for monetary policy decisions, it is best in specifying the goals of monetary policy to recognize that monetary policy does affect output. The approach taken in the statutes of the new European Central Bank is to specify preservation of the value of the currency as the primary goal of the central bank, with the promotion of full employment and growth being permitted to the extent that this does not conflict with the goal of price stability. Alternatively, the primary goal could be set as the preservation of the value of the currency, taking account of the impact of monetary policy decisions on economic activity. The central bank could also be assigned the task of promoting growth—but it has to be understood that this is best done by maintaining a low rate of inflation and ensuring the health of the financial system.
Central banks are divided on the advisability of setting explicit inflation targets. Several, such as the Bank of Canada, the Bank of England, and the Reserve Bank of New Zealand, that have recently reformed their monetary policy procedures, have adopted explicit inflation targets. Others whose credibility in fighting inflation is longer established, among them the Bundesbank and the Swiss National Bank, have not set explicit goals, and certainly not formal annual inflation targets.
The setting of explicit goals promotes accountability, making it more likely that the central bank will come close to target. Accountability and the need to explain deviations from targets should promote transparency, allowing the public to understand the basis for monetary policy decisions, and thus to form more accurate expectations. I therefore favor explicit inflation targeting, while recognizing that there is no urgent need for central banks with a sustained record of producing low inflation to shift their approaches.
What rate of inflation should be targeted? Low-inflation countries have chosen inflation targets in the range of 1–3 percent. Even taking into account the likely upward bias in the measured inflation rate, this allows for some increase in the price level over time. There has been relatively little analysis of the optimal target inflation rate. Zero inflation is the obvious starting point. It has long been argued that downward price or wage stickiness would justify some inflation—the idea that inflation greases the wheels of the economy. Interest in this question has revived as worldwide inflation rates have declined, though there is not yet a consensus on whether wages or prices are in fact inflexible downward, or whether they would gradually become more flexible if inflation were maintained at low rates. The research on the relation between growth and inflation described above does not provide much guidance on the choice among target inflation rates once they are below 8 percent.
The main argument for a positive rather than a zero inflation target is that in a monetary economy, the existence of cash puts a lower bound of zero on the nominal interest rate; at zero inflation this also puts a lower bound of zero on the real interest rate. In times of recession, it may be useful to allow the real interest rate to become negative, and that is precluded if the target inflation rate is zero. It becomes even more problematic when we recognize that inflation tends to be below average during recessions. Thus a target inflation rate above zero allows some room for negative ex ante real interest rates during the cycle. This argument would justify a target inflation range of 1–3 percent. But it is clear that further research is needed to refine the notion of the optimal inflation target and its determinants. For instance, the inflation target can and should be adjusted to take supply shocks, including changes in the terms of trade and indirect taxes, into account, thereby allowing for the short-run trade-off between output and inflation.
Central bank charters and official statements typically specify price stability as the goal of monetary policy. There is a subtle but important difference between specifying an inflation target and price stability. If the target each year is the inflation rate, the central bank is not required to compensate for failures to achieve its target in previous years. If the target is the price level, or a path for the price level, the central bank does have to attempt to compensate for missing the target in previous years. For instance, if the target inflation rate is 2 percent and inflation last year was 4 percent, then under inflation targeting, the goal this year will be 2 percent inflation; under price level targeting, the goal this year would be less than 2 percent—for example, 1 percent—since the central bank has the obligation to return to its target path for prices (see diagram).
Price level targeting produces more certainty about prices in the distant future than does inflation targeting. Price level targeting thus encourages long-term nominal contracts. But, as the previous example implies, it does this at the cost of creating more short-run variability in inflation. For this reason, it is preferable to target inflation rather than the price level.
Inflation versus price level targeting
Monetary targeting (using the money supply as the primary policy target) was widely adopted in the inflationary 1970s. It was always understood that monetary targeting depended for its success on the stability or at least the predictability of money demand. The approach began to break down in the 1980s, as money demand equations moved off track, possibly due to the pace of financial innovation. Some central banks continue to announce money targets, and, at least in Germany, these targets appear to affect subsequent policy decisions.
The extent to which the preannounced targets should constrain subsequent decisions depends on the stability of the money demand function, or equivalently, on whether money growth developments are good predictors of future inflation and output trends. If money growth or any other potential intermediate target is a poor predictor of future inflation or output, then publicizing it as an intermediate target of monetary policy may be counterproductive. Either the central bank has to ignore the behavior of the variable, and undermine its credibility, or it sticks to it, and reduces the effectiveness of its policies.
All central banks monitor a variety of economic variables, among them the money supply and interest rates but also, for example, wages and inventories. Those that can be influenced relatively strongly and directly by the central bank could play the role of intermediate targets of policy. However, if the empirical relations tying those variables to the state of the economy are unstable, it becomes preferable to downplay their role by describing them as monitoring variables rather than intermediate targets.
Monetary policy and the exchange rate regime. The choice of exchange rate regime is one of the longest-running debates in economics. The fact that it is not resolved must mean that there is no exchange rate system that is superior in all circumstances. By successfully pegging to a stable foreign currency or a basket of currencies of low-inflation countries, a country can assure itself of low inflation. The goals of monetary policy become simplified—the task is simply to maintain the peg. Indeed, this is one of the strong arguments in favor of pegging; it helps focus the mind of the government on a very clear constraint on policy.
Pegs are rarely permanent. This was true even under the gold standard, when countries would occasionally have to suspend convertibility. However, an adjustable peg regime too may help reduce the inflation rate. Countries with a pegged rate have had lower inflation on average during 1979–93 than those with floating rates, but the direction of causality is hard to determine.
One major difficulty with exchange rate pegs is that the system appears crisis prone: often, a peg or the pegged rate regime itself is changed too late, and in a crisis. The problem of choosing an optimal time to change the peg or the regime has been named the “exit strategy.” Analytically, the question of when to change a peg must depend in large part on an estimate of the sustainability of the current account, and thus on an estimate of the equilibrium exchange rate. It is conceptually straightforward to define an equilibrium rate from the viewpoint of the current account, but less simple to estimate an equilibrium rate in the presence of capital flows.
Maintenance of a fixed rate becomes more difficult as financial liberalization is undertaken. In particular, countries attempting to maintain a fixed rate or a crawling peg often have to deal with the inconsistency between the foreign interest rate and the interest rate they would prefer from the domestic viewpoint. When a country is pursuing a tight money policy to fight inflation, its domestic interest rates may well exceed foreign rates, even adjusted for expected exchange rate changes. The resultant capital inflows tend to offset the effects of the tight money. This is the capital inflow problem, which has affected a number of countries around the world.
It has to be recognized that countries with open capital accounts cannot insulate themselves from monetary conditions abroad. Nonetheless, there are ways of mitigating the problem. The right way to deal with capital inflows depends on the source of the flows. If the capital inflow is caused by an increase in the demand for domestic money, it is easily handled in a fixed exchange rate regime by allowing the money supply to expand. But there is no fully satisfactory answer to the capital inflows problem if it results from a decrease in foreign interest rates or a shift in the preferences of foreign investors. Sometimes currency appreciation will be advisable.
Countries seeking to avoid appreciation have a number of possibilities. One route is through sterilized intervention, increasing foreign reserves while maintaining the money supply constant. That may be expensive, especially if domestic interest rates exceed foreign rates, as is inherent in the situation. Fiscal contraction is generally advisable. Market-based policies to reduce the returns to foreign investors, such as increases in the reserve requirements on foreign-owned deposits or taxes on their returns, have been used effectively for short periods in some countries.
An exchange rate peg may be used as a nominal anchor by a country stabilizing from high inflation. This approach was successful in Israel in 1985, Poland in 1990, and—with variation—in Brazil in 1994 and 1995; it is also being used by several transition economies, among them Russia. Provided the peg is not maintained too long, it is a powerful tool in bringing about rapid disinflation.
Once a country has achieved low inflation, and provided it can keep fiscal discipline without the constraint of the fixed exchange rate, it can move to a more flexible system. However, governments cannot and should not give the markets the impression that the level of the exchange rate is of no concern.
But, of course, a country in that situation can also maintain a fixed exchange rate. Which should it do? Exchange rate flexibility provides an added element of adjustment to internal and external shocks. In principle, adjustment could also be provided by domestic wage and price flexibility. When the source of the disturbance is foreign, it is far simpler for the exchange rate to adjust than for many domestic prices to be adjusted. Exchange rate flexibility is thus likely to be preferable.
Currency boards. One popular and suspiciously neat formulation argues that as capital mobility increases, only the two extreme regimes, of pure floating or of truly fixed exchange rates, are viable. A currency board arrangement provides one example of a truly fixed rate regime, with the strongest of commitments to the exchange rate peg. Currency boards have operated well in several small countries, and very well in Hong Kong. It is also often argued that the recent Argentine experience, not least in 1995 when the currency peg was preserved, supports the case for a currency board.
The monetary theory of the currency board is exactly that of the gold standard. Provided the arrangement is credible, it brings the benefit of rapid convergence toward international inflation and interest rates, as can be seen in the Argentine experience. But there should be no mistaking the severe demands a currency board puts on monetary policy: adjusting the monetary base one-for-one with the balance of payments can create major swings in the money supply.
It is sometimes said that the foreign currency reserves fully cover the domestic money supply under a currency board. However, the reserves necessarily cover only the monetary base. An increase in the demand for currency will force a contraction of the banking system in a strict currency board system, and that is why a currency board can put severe strains on the banking system. The strains are more difficult to deal with because there is no lender of last resort, unless the country has built up a large excess of cover for the domestic monetary base.
A sharp way of describing the problem is to say that a currency board is a device that can turn a currency crisis into a banking crisis. The problem of the potential fragility of the domestic banking system under a currency board was not as clear in the nineteenth century, because the banks in currency board countries were typically part of a metropolitan power’s financial system. A currency board would be much easier to operate if all banks were foreign, supervised by the monetary authorities of other countries, and with access to their lender-of-last-resort facilities.
In sum, I advocate central bank independence; inflation targeting, with adjustments for supply shocks in recognition of the short-run trade-off between inflation and unemployment; a target inflation rate of 1–3 percent; and downplaying intermediate targets that are not strong indicators of future inflation or output. An exchange rate peg can serve a useful purpose for a country that is trying to reduce inflation to world levels, but overvaluation must be avoided like the plague. Once low inflation and fiscal discipline are assured, a country may benefit from allowing more exchange rate flexibility. The currency board system is the strongest form of commitment to a fixed exchange rate, but its gold standard monetary policy rules may put severe strains on the banking system. A currency board can work well if fiscal policy is highly responsible—or will become responsible as a result of the currency board—and if the commercial banks are international.
This article is the first of a two-part series by the author on the challenges facing central banks. The second article, “Financial System Soundness,” will appear in the March 1997 issue of Finance & Development.
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Sub-Saharan Africa’s share in world exports has been shrinking. The evidence suggests that anticompetitive domestic policies rather than trade barriers played a key role in this decline.
SUB-SAHARAN Africa’s importance in global trade has declined over the past 30–40 years. Exports from sub-Saharan Africa accounted for 3.1 percent of world exports in 1955, but by 1990 its share had fallen to 1.2 percent—implying annual trade losses of $65 billion in current prices. Part of this outcome reflects declining global demand for key export products, but part is due to a substantial erosion of their market shares. Indeed, if sub-Saharan Africa had merely maintained its 1962–64 export shares for major products, the region’s exports would now be more than double ($11 billion higher than) their current value.
Surprisingly, trade barriers do not seem to have played an important role in this decline—in fact, industrial countries’ trade preferences made export market access conditions more favorable for the countries of sub-Saharan Africa than for exporters in many other countries. Rather, the sub-Saharan African countries’ own trade and transport policies incorporate a substantial anti-export bias, which lessens their ability to be competitive in international markets. This finding accents the importance of moving forward with domestic policy reforms if the countries of sub-Saharan Africa are to reverse their diminishing role in world trade.
Perhaps the most striking feature of the performance of sub-Saharan Africa’s major export products from the 1960s to the present is the extensive erosion of export market shares. For example, during 1962–64, copper alloys were sub-Saharan Africa’s single largest export; the region supplied 32 percent of the copper alloys imported by the member countries of the Organization for Economic Cooperation and Development (OECD). By 1991–93, this share had dropped below 10 percent. Similarly, sub-Saharan Africa’s market shares for other key commodities such as fixed vegetable oils, palm oil, palm nuts and kernels, and groundnuts fell 47 to 80 percentage points below the levels seen in the early 1960s. For the 30 most important non-oil exports combined, sub-Saharan Africa’s average market share declined from 20.8 percent to 9.7 percent of world exports of those products, implying annual trade losses of about $11 billion, during this same period.
Aside from the loss of market shares for key exports, a second major adverse factor affecting exports from sub-Saharan Africa was declining global demand for these products. From the early 1960s to the 1990s, world trade in all nonfuel products grew at a compound annual rate of 11.8 percent, yet the corresponding growth rate for the types of products sub-Saharan Africa exports was about 4.5 percentage points lower. Thus, sub-Saharan Africa suffered from a two-pronged problem—the region experienced declining market shares for its major exports, which, in turn, were of declining relative importance in world trade.
Can sub-Saharan Africa’s poor export performance, as reflected in market share losses, be attributed to OECD trade barriers? Any assessment of the influence of import duties is complicated by the widespread extension of preferential tariffs by industrial countries. Developing countries in sub-Saharan Africa receive one of two types of general preferences: those provided under the European Union’s Lomé Convention and those provided by other OECD countries under the Generalized System of Preferences (GSP). Many GSP schemes further differentiate between developing countries in general and those the United Nations has designated as “least developed countries” (which are predominantly in sub-Saharan Africa). These schemes extend even lower preferential tariffs to the latter group of countries.
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Once account is taken of these preferences, tariffs on sub-Saharan African exports to all OECD markets are very low, averaging about six-tenths of 1 percent (Table 1). Such low duties should not constitute a significant import barrier since a number of East Asian economies—Hong Kong, Korea, Singapore, and Taiwan Province of China—faced and overcame average tariffs of 16 to 18 percent when they began their successful export-oriented industrialization drives in the 1960s. Aside from the low applied OECD tariffs, the table shows that sub-Saharan Africa receives tariff preferences that should have enhanced the region’s ability to compete internationally. Overall, OECD tariffs on sub-Saharan Africa’s exports average 2.4 percentage points below duties on these same goods when they are shipped from other exporters. Furthermore, once account is taken of the OECD preferences, tariff barriers facing Africa’s processed commodity exports are about the same as those on unprocessed goods.
Table 1 OECD trade barriers on sub-Saharan African nonfuel exports are low
(percent)
Source: World Bank-United Nations Conference on Trade and Development (UNCTAD) database.
1The share of imports (by value) from the partner country group that are subject to nontariff barriers.
2This figure shows the average preferential margin (in points) countries in sub-Saharan Africa receive over all other suppliers of the same export products. A negative number indicates that tariffs on sub-Saharan African exports are lower than those on exports from other regions.
Since sub-Saharan Africa’s poor export performance does not appear to be caused by OECD tariffs, do other forms of protectionism have an influence? Aside from import duties, industrial countries apply nontariff barriers (NTBs), such as quotas and restrictive licensing requirements, to imports. Any assessment of the influence of protectionism facing sub-Saharan Africa must also examine the influence of these measures. Furthermore, since the 1994 Uruguay Round agreement made major changes in the ability of General Agreement on Tariffs and Trade (GATT) members to apply these restrictions, one should analyze the incidence of NTBs facing sub-Saharan Africa both before and after the negotiations.
“Sub-Saharan African countries’ own trade and transport policies incorporate a substantial anti-export bias.”
What does the available information show as to the nature and extent of developed countries’ nontariff barriers? As Table 1 indicates, OECD nontariff measures affect a notably higher share of imports from all developing countries than they do for intra-OECD trade. Approximately 17 percent of developing countries’ non-oil exports encounter NTBs, while the corresponding share for intra-OECD trade is about 10 percent. However, NTBs imposed on sub-Saharan African exports are considerably less extensive than those facing other developing countries, and are about the same as those for intra-OECD trade. Only about 11 percent of nonfuel exports from sub-Saharan Africa face NTBs, reflecting the fact that most of these countries’ textile and clothing products are not affected by Multifiber Arrangement (MFA) restrictions. Within sub-Saharan Africa, Mauritius is a noteworthy exception, with $116 million, or 88 percent, of its textile and clothing exports to the United States being covered by textile quotas. Also, Kenya recently had these restrictions applied to some of its textile exports to the United States.
How will the Uruguay Round influence the overall level of nontariff protection facing sub-Saharan Africa? Using published details of the agreement, the World Bank computed pre-Uruguay Round NTB coverage ratios for each sub-Saharan African country and also estimated what the ratio will be after the agreement is fully implemented. In order to more easily assess the impact of the Round, sub-Saharan African countries were classified into one of four groups (highly NTB-affected, moderately affected, lightly affected, and largely unaffected) based on their pre-Uruguay Round coverage ratios.
Overall, the share of all nonfuel exports from sub-Saharan Africa that face NTBs should decline from approximately 11 percent to about 3 percent. NTBs were not a major adverse factor affecting total sub-Saharan African exports before the Round, and they will be of even less importance once the agreement is fully implemented. However, for the few “highly affected” economies, the projected change in nontariff barrier coverage ratios are dramatic. Prior to the Round, 83 percent of Réunion’s exports (largely sugar) faced OECD restrictions—this ratio should fall to zero as a result of the agreement. The NTB coverage ratio for Mauritius should decline by almost 60 percentage points (to just over 2 percent) after textile and clothing restrictions are lifted, while the tariffication of agricultural NTBs will cause Cape Verde’s ratio to decline from about 40 percent to zero.
Most analyses of developing country trade problems give insufficient attention to transportation costs. While it is generally recognized that different types of barriers affect developing countries’ exports, most studies have concentrated on measures such as tariffs, quotas, and other government-imposed restrictions. However, even small variations in international transport costs can have an important influence on the location of export industries. We need to ask, therefore, to what extent adverse international freight costs and transport problems might have contributed to the relative decline of sub-Saharan Africa’s exports in global trade, and whether domestic freight and transport policies have been a contributing factor.
Many sub-Saharan African countries adopted anticompetitive cargo reservation policies, which require that a certain share of trade be handled by national shipping companies to foster the development of national fleets and to conserve foreign exchange. National flag registration statistics and balance of payments data show that neither of these objectives is being achieved. For example, during 1990–91, sub-Saharan Africa’s net freight and insurance payments were about $3.9 billion, which represented approximately 15 percent of the value of the region’s exports, compared with 11 percent in 1970.
Individual countries’ statistics reflect a wide degree of variation. Net transport and insurance payments to foreign suppliers absorbed more than 25 percent of the value of exports for one-third of the sub-Saharan African countries, and exceeded 70 percent for Somalia and Uganda. Such payments averaged 42 percent of the value of exports for the 10 landlocked countries (Burkina Faso, the Central African Republic, Chad, Ethiopia, Malawi, Mali, Niger, Uganda, Zambia, and Zimbabwe), almost 25 percentage points more than the average for other countries in the region. These data imply that a large share of sub-Saharan Africa’s foreign exchange earnings, which might otherwise be used for productive investment, are being used to pay for international transport services.
Related information on nominal freight rates (the ratio of transport and insurance costs to the value of exports) can also provide important information on the influence of these charges on sub-Saharan Africa’s commerce. Several countries compile information on international transport and insurance costs for imports. Drawing on detailed data provided by the United States, Table 2 provides summary statistics on 1993 transport and insurance costs for all non-oil exports from sub-Saharan Africa to the United States. The table shows nominal air and vessel freight rates by quartiles, as well as the difference between freight rates for exports from sub-Saharan Africa and those on the same products from competitors (the transport cost margin—positive values reflect adverse transport costs).
Table 2 Sub-Saharan Africa’s freight costs for exports to the United States, 1993
Source: US Department of Commerce census trade tapes.
1Freight costs are the ratio of transport and insurance costs to the value of exports.
2Positive values reflect adverse transport costs.
“Overall, the countries of sub-Saharan Africa generally are at an important transport cost disadvantage relative to competitors”
Overall, the countries of sub-Saharan Africa generally are at an important transport cost disadvantage relative to competitors. One-half the nominal vessel freight rates are more than 2 percentage points above those paid by other exporters of the same goods, and a larger adverse margin occurs for air freight than for vessel shipments. The third quartile values indicate that one-fourth of sub-Saharan Africa’s air exports have freight rates that were approximately 26 percent higher than those faced by competitors, while one-fourth of exports by sea faced nominal freight rates that were almost 14 percent higher than competitors’ rates. These comparisons clearly suggest that, unlike OECD tariffs or NTBs, international transport costs have a significant adverse impact on the level of African exports. Moreover, these international transport cost statistics do not incorporate the cost of inland transportation or port charges, which may be very high for some countries. The importance of the latter should not be underestimated. For example, World Bank data show that port charges for clearing a 20-foot-long container through Abidjan, Côte d’lvoire and Dakar, Senegal were $1,100 and $910, respectively. In contrast, the ocean freight cost for shipping the container to Hamburg, Germany or Le Havre, France ranged between $1,350 and $1,430.
Aside from generally being higher than competitors’ freight costs, the structure of sub-Saharan Africa’s transport costs appears to have an important adverse impact on the types of goods exported from the region. Specifically, nominal freight costs for many processed commodities (like cocoa powder and butter) are higher than those on the primary unprocessed component (cocoa beans). Similarly, those on processed products like plywood and veneers are higher than those on rough or sawn logs. Sub-Saharan African countries may have many reasons for wanting to shift to exports of processed goods (greater price stability, job creation, increased levels of export earnings, etc.), but the structure of freight costs often works against local processing of domestically produced commodities.
What factors account for these adverse transport costs, and what corrective policy measures are available to deal with them? Available evidence suggests that the anticompetitive cargo reservation policies adopted by most sub-Saharan African countries have had an important adverse influence on freight costs. Recognition of the true effects of these policies carries with it the prescription for corrective action—deregulation. World Bank studies for other regions show that deregulation and the promotion of competition for shipping services may reduce ocean freight rates by as much as 50 percent.
Furthermore, numerous investigations show that there are far more options for reducing transport costs than is generally recognized. These options cover such measures as cargo bulking to achieve economies of scale, rationalization of shipping services, improved scheduling for liners, adoption of procedures to speed vessel turnaround, utilization of potentially lower-cost tramp services where feasible, development or improvement of coastal feeder services, unitization, adoption of new transport technologies, promotion of shippers’ associations, and port and storage improvements, to name a few. Deciding which measures are best requires detailed analyses such as cost-benefit studies of transport costs and systems at the country or regional level.
Considerable evidence shows that trade policy reforms in developing countries can make an important contribution to the acceleration of their industrialization and growth. Import restrictions frequently create a bias against exports that prevents local entrepreneurs from capitalizing on export opportunities. High tariffs and NTBs may significantly raise prices for production inputs and greatly diminish potential exporters’ ability to compete in foreign markets. Since OECD trade barriers do not appear to account for sub-Saharan Africa’s marginalization in world trade, this raises the question of whether the region’s own trade policies were a factor.
Table 3 shows cross-country comparisons of average tariffs and the NTB coverage ratio for imports into sub-Saharan Africa and three other groups of countries. The fast-growing non-OECD group consists of those developing countries that during 1962–64 to 1992–94 achieved compound annual nonfuel export growth rates that were at least 1 percentage point higher than that for world trade. The trade of these fast-growing exporters expanded at annual rates that ranged from 2.3 to 4.6 times the average rate of trade growth for sub-Saharan Africa.
Table 3 Trade barriers in sub-Saharan Africa are high
Sources: United Nations Conference on Trade and Development (UNCTAD), Directory of Import Regimes, 1994, and Handbook of Trade Control Measures of Developing Countries, 1987 (Geneva: UNCTAD); GATT/World Trade Organization, Trade Policy Review Mechanism Reports (Geneva), various issues.
Do the protectionist profiles of these superior export performance countries differ markedly from those of sub-Saharan Africa? Apparently they do—sub-Saharan African trade barriers are far more restrictive than those of any other group. Tariffs in the countries of sub-Saharan Africa average 26.8 percent—more than three times those of the fast-growing exporters, and more than four times the OECD average. OECD members reduced their tariffs by almost 40 percent in the recent Uruguay Round (to about 3.9 percent), and many of the fast-growing exporters also made important concessions on trade barriers. In contrast, sub-Saharan Africa’s trade barriers were virtually unchanged by the Round. As a result, the current spread between sub-Saharan Africa’s tariffs (and between its tariffs and other import charges combined) and those in the other countries has widened, threatening export competitiveness.
While there are major differences between the level of tariff protection in sub-Saharan Africa and countries in other regions, the divergence in the use of nontariff protection is even sharper and has even more negative implications. Over one-third of all sub-Saharan African imports encounter some form of nontariff restriction. This is more than nine times higher than the corresponding average (3.7 percent) for the fast-growing exporters, and more than eight times the average for the high-income non-OECD countries.
There is reason to believe that the detrimental impact of these NTBs imposed by countries in sub-Saharan Africa is considerably greater than that of tariffs. Specifically, if foreign producers become increasingly efficient relative to domestic producers, they may be able to erode a tariff’s protective effects over time. This would increase sub-Saharan African nationals’ access to lower-cost foreign products that would improve living standards and the region’s ability to compete in foreign markets. Under most nontariff barriers, however, no such beneficial adjustment is possible, since the volume of goods that can be imported is subject to fixed limits.
Empirical evidence provides little support for the proposition that trade restrictions in OECD markets caused sub-Saharan Africa’s marginalization in world trade. The share of sub-Saharan African exports subject to nontariff barriers is far lower than that of other developing countries that launched successful export-led industrialization drives. In addition, tariff preferences extended under the Lomé Convention or the OECD members’ Generalized System of Preferences provide countries in sub-Saharan Africa with more favorable market access than that for many other exporters of similar products. In contrast, international freight costs and domestic policies relating to transport services appear to have a major negative impact on the region’s exports. In addition, trade barriers imposed by the countries of sub-Saharan Africa are far more restrictive than those in countries that have achieved the highest export growth rates, and incorporate a substantial anti-export bias. If sub-Saharan Africa is to reverse the unfavorable export trends of the past two decades, it must quickly adopt appropriate trade and structural adjustment policies to enhance its international competitiveness and permit its exporters to capitalize on opportunities in foreign markets. Although transitional costs will accompany the liberalization, undue delays in the adoption of such efficiency-improving measures will further add to adjustment costs.
This article draws on the authors’ papers, Did External Barriers Cause the Marginalization of Sub-Saharan Africa in World Trade? World Bank Policy Research Working Paper No. 1586 (Washington, March 1996); and Open Economies Work Better! Did Africa’s Protectionist Policies Cause its Marginalization in World Trade? World Bank Policy Research Working Paper No. 1636 (Washington, August 1996).
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How do poor households in cities react when confronted with deteriorating conditions—when already low incomes decline, a tight job market becomes even tighter, and food and services cost more?
POVERTY reduction policies and programs need to be based on an understanding of how the poor respond in times of economic crisis. Otherwise, however well intentioned, programs may undermine, rather than complement and support, the actions taken by the poor themselves to improve their situations.
Recent World Bank research on this subject reveals that poor communities in very different settings (see box) tend to respond in strikingly similar ways when economic conditions deteriorate. In addition to using income measures to identify poverty, researchers looked at the vulnerability and resilience of poor households in the face of economic adversity. They discovered that some coped better than others and were less vulnerable to external change. This appeared to be, in part, a factor of poor households’ assets, both tangible and intangible—namely, labor, human capital, housing and other productive assets, household relations, and social capital.
Women go to work when household incomes decline 1
(percent of women in the workforce)
1 There are no trend data for Angyalföld.
Poor households pay more of their income for services1
(percent in 1992)
1 Services exclude health expenditures.
Source: Caroline O. N. Moser, 1996. Confronting Crisis: A Comparative Study of Household Responses to Poverty and Vulnerability in Four Poor Urban Communities. Environmentally Sustainable Development Studies and Monographs Series, No. 8 (Washington, World Bank).
Note: Charts are based on data from random-sample surveys of about 200 households in each of the four communities studied. Charts that show trend data also draw on a panel database constructed using the results of similar surveys.
Four poor urban communities
This article is based on the findings of an extensive research project, “Urban Poverty and Social Policy in the Context of Adjustment,” carried out by the World Bank’s Urban Development Division. The project focused on four poor urban communities that experienced deteriorating economic conditions in the 1980s—high inflation and lower-than-average or declining per capita incomes.
• Chawama is about 8 kilometers from the central business district of Lusaka, Zambia. Initially a farming area, it was leased to companies for quarrying in the 1940s. Although quarrying ceased in 1961, quarry workers were allowed to remain in company housing as tenants. The community was incorporated in Lusaka in 1970, and public services were introduced in the late 1970s. Nearly half of the workforce is now self-employed.
• Cisne Dos was established in the 1970s on the periphery of Guayaquil, Ecuador by young, upwardly mobile families seeking to acquire plots of land. Community organizations have provided services, but, in recent years, the community’s social and economic infrastructure has deteriorated.
• Commonwealth, established by scavengers in the early 1960s on a garbage dump on the outskirts of Metro Manila, the Philippines, has had trouble gaining political status. Public services are poor and irregular, and much of the workforce is employed in the informal sector.
• Angyalföld, in Budapest, Hungary, is the oldest of the four communities. It was established in the late nineteenth century to accommodate industrial workers. Most of the population today lives in subsidized public housing, and almost two-thirds of the workforce is employed in the public sector.
Labor is the poor’s greatest asset. When real incomes decline, poor households often mobilize additional labor—usually it is the women who get jobs, but in the poorest households, even children may go to work. In some communities, men may emigrate to other parts of the country or overseas in search of jobs, or they may move to the informal sector.
Even though these strategies may raise incomes in the short term, some have serious drawbacks. Child labor, for example, may perpetuate poverty from generation to generation, as working children are unable to attend school and acquire the skills they need for a better future. The emigration of household members may lead to a loosening of family and community ties, making poor households more vulnerable in the long term.
During the late 1970s and early 1980s, all four of the urban communities in the study saw improvements in social and economic infrastructure—education, water, transport, electricity, and health care. However, public spending was cut in the late 1980s, and public services declined. Because the poor cannot easily afford to switch to private services, they are more vulnerable to such declines. A greater percentage of household income may be needed to cover services, or household members (usually women) may be forced to spend more time tending to basic needs (for example, fetching water), at the expense of income-generating activities. Human capital suffers when social services such as education are cut back and people are unable to use their skills and knowledge productively because of inadequate provision of such necessities as water, transport, electricity, and health care.
The percentage of extended households has grown1
(extended households, percent)
1 There are no trend data for Angrylföld.
Women work more hours per week than men
(hours per week, by task, 1992)
Housing insecurity—created, for example, when urban households lack formal legal title—increases the vulnerability of the poor. But when poor households have secure ownership of their homes, they often use them as productive assets, particularly when other sources of income are reduced. For example, a house can be used as a base for an enterprise or it can be rented. Or homeowners can sell all or part of their property. But the ability to use housing as a productive asset depends on a number of factors, including the flexibility of the regulatory environment, proximity to utilities such as electricity and water, access to credit, and possession of the skills needed to launch a home-based business.
Households are important adaptive institutions for the poor—an intrinsic asset—providing mechanisms for pooling income and other resources and for sharing consumption. In times of economic difficulty, households can act as safety nets, absorbing vulnerable family members. But the structure and composition of households is changing around the world. An increasing number are headed by women. Contrary to the widely believed stereotype, households headed by women are not necessarily poorer than those headed by men. Frequently, only women with independent resources can afford to head households. Extended households—typically consisting of a couple, their children, and other related adults and children—tend to be the poorest. Communities where incomes are declining often see an increase in the percentage of extended households.
Despite the security households provide for their members, there may be disadvantages for women, who often have a disproportionate share of responsibilities. During hard times, they must often take paying jobs while still being responsible for child care and other household chores, but men rarely take on a greater share of household responsibilities. And, although women often have primary or equal decision-making responsibility for food and clothing purchases, they may find it difficult to budget because men control decisions on purchases of luxury items—for example, alcohol, which is a big drain on household resources in many communities.
Social capital—the norms, trust, and reciprocity networks that facilitate mutually beneficial cooperation in a commnity—is an important asset. Economic crisis can either strengthen or erode social capital.
“Human capital suffers when social services… are cut back and people are unable to use their skills and knowledge productively.”
Urban squatter communities such as Cisne Dos and Commonwealth, consolidated through long negotiations with political parties and governments, have developed community-based organizations capable of negotiating for improved services during periods of constrained resources. In communities such as Chawama, which is served by top-down delivery systems, such organizations are less developed.
Social capital cannot be taken for granted. The evidence suggests that when households have sufficient resources, social capital is sustained and links are strengthened. In some communities, women have developed reciprocal arrangements to share food, water, cooking, and child care. Poorer households may borrow on a short-term basis from neighbors and nearby relatives. But when assets are depleted, these links are strained. Women need to spend more time in income-generating activities and have less time for community activities; borrowing may cease because of the impossibility of repaying loans. Economic crisis also strains the social fabric in other ways—namely by leading to an escalation of violence and crime, further eroding trust in the community.
The findings of the Bank’s research project suggest several priorities for poverty programs:
• Support households in their role as safety nets by focusing on longer-term structural interventions (such as restoring eroding infrastructure), rather than on short-term compensatory measures. And, because many of the poorest households are headed by single mothers “hidden” within extended households, it is important to target such women and their children directly through health clinics and primary schools.
• Alleviate constraints on women’s labor supply. For example, to free women up to perform their multiple roles, policymakers need to improve provision of child care, water supplies, and health services.
• Ensure that social capital does not break down. Taking stock of the institutions that already exist at the community level is a necessary first step. Subsequent steps include breaking dependency syndromes, rebuilding trust between governments and communities, and introducing realistic valuations of “voluntary” community work.
• Develop policies that integrate human and social capital. Increasing the economic productivity of the poor requires an approach that fosters individual choice while promoting community participation.
• Pursue further research on the impact on the poor of broader macroeconomic policies and measures, including infrastructure privatization, market deregulation, and labor market restructuring. The allocation of resources within households also needs more investigation.
For the full study, see Caroline O. N. Moser, 1996, Confronting Crisis: A Comparative Study of Household Responses to Poverty and Vulnerability in Four Poor Urban Communities, Environmentally Sustainable Development Studies and Monographs Series, No. 8 (Washington: World Bank). A shorter version by the same author, Confronting Crisis: A Summary of Household Responses to Poverty and Vulnerability in Four Poor Urban Communities, Environmentally Sustainable Development Studies and Monographs Series, No. 7, is also available in English, French, and Spanish.
MICHAEL S. BORISH and MICHEL NOËL
The Visegrad countries are enjoying solid economic growth driven by vibrant new private sectors. To make a successful transition to a market economy, however, they will need to push ahead with financial, legal, and regulatory reforms.
THE FOUR Visegrad countries—the Czech and Slovak Republics, Hungary, and Poland—have made the development of a strong private sector an essential component of their strategies for achieving sustainable economic growth. To varying degrees, they have privatized state enterprises, broadened and deepened financial markets, and liberalized legal and regulatory frameworks. And, to a large extent, their strategies have succeeded. Total GDP has increased significantly in all four countries since 1989, fueled by the growing private sector.
To ensure continued private sector growth, however, the Visegrad countries need to push forward with reforms. State ownership is significant in the banking and industrial sectors in all four countries, and Poland and the Slovak Republic, in particular, need to accelerate privatization. The Czech and Slovak Republics have achieved stable macroeconomic frameworks, and Poland and Hungary have recently made significant progress toward this goal. However, the legal and regulatory frameworks in the Visegrad countries, although much improved, are plagued by weaknesses in critical areas such as property rights, contract enforcement, bankruptcy and liquidation procedures, and bank supervision.
The private sector has grown steadily since transition began and now accounts, in all four countries, for larger shares of GDP and employment than the public sector (see chart). Although state ownership still dominates the industrial sector, private ownership prevails in the light manufacturing and services sectors, and virtually all small and medium-sized enterprises are now privately owned. Both output and employment in the state-dominated heavy industry and agricultural sectors have shown a pattern of decline, but this has been more than offset by the growing economic ascendancy of small, owner-operated firms in light manufacturing and services.
In the Czech Republic, private sector growth has been due largely to the rapid privatization of the state sector—more than three-fourths of state-owned assets have already been privatized. Private sector growth in the other three countries, where the pace of privatization has been slower, can be attributed largely to start-ups of new—mainly small and medium-sized—private enterprises. These enterprises account for a disproportionately large share of GDP and export growth in all four countries. Hungary accelerated large-scale privatization in 1995, setting precise targets to divest itself of 80 percent of remaining state-held assets by 1997. In Poland and the Slovak Republic, which have been reluctant to sell off their largest industrial enterprises and financial institutions, the state still has a large ownership stake in the industrial and financial sectors.
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The Czech Republic. The Czech Republic’s private sector increased its economic presence from 11 percent of GDP in 1989 to about 60 percent in 1995. Private sector output grew nearly sevenfold over this period, from $4 billion to $27 billion, and the private sector now dominates industry, construction, and transport. It has also been the driving force behind the booming services sector.
Private sector employment jumped from 16 percent of the Czech workforce in 1989 to 65 percent in 1995—the number of private sector jobs nearly quadrupled, from 865,000 in 1989 to about 3.2 million in 1995. This growth, combined with modest unemployment benefits and low labor costs, has helped keep the unemployment rate down to about 3 percent. Many of the new jobs are in small, owner-operated firms in the light manufacturing and services sectors. The sectoral shift in employment is due to an explosion in the number of small firms (640,000 in 1993, compared with 20,000 in 1989), as well as to the restructuring of state enterprises, which has resulted in the loss of many industrial jobs since 1990.
Hungary. In Hungary, the share of the private sector in GDP climbed from 20 percent in 1989 to 70 percent in 1995, as private sector output more than quintupled, from almost $6 billion to more than $31 billion. Nearly 75 percent of Hungary’s GDP is now generated by financial, legal, consulting, tourism, entertainment, and other “nonmaterial” services. The services sector has benefited from an open trade and investment regime and the steady inflow of investment and remittances from abroad. Private sector growth in Hungary was stunted, however, by macroeconomic weaknesses (high tax rates and high inflation), as well as by heavy government borrowing. Recent policy reforms should encourage enhanced private sector growth.
The private sector in the Visegrad countries is growing
Source: World Bank.
1 Figures represent estimates.
2 Data not available for 1989.
About two-thirds of the Hungarian labor force now works in the private sector, up from 20 percent in 1989; private sector jobs have more than doubled, from 1.1 million in 1989 to 2.6 million in 1995. There has been a striking increase in self-employment, and, since 1990, more than 400,000 small private businesses have been established. However, despite a tripling of the number of formally registered firms between 1990 and 1993, total employment in these firms declined by about one-third because of state enterprise restructuring. With manufacturing employment down 27 percent and agricultural output declining, official unemployment has increased from 1.6 percent of the total workforce in 1990 to 11–12 percent since 1991. Nonetheless, about three-fourths of the 2 million jobs lost since 1989 have been replaced by new jobs in the private sector, and, if informal employment is taken into account, Hungary’s real unemployment rate would probably be about 7–8 percent.
Poland. The private sector accounted for 59 percent of Poland’s GDP in 1995, up from 28 percent in 1989, as private sector output grew from $23 billion to $70 billion. Private sector output was higher in Poland than in the other Visegrad countries at the start of transition because the agricultural sector was primarily private; nationalization during the central planning era had focused on industry and related services. Poland still has nearly 4,000 state-owned enterprises, which dominate the heavy industry, mining, and transport sectors, but it also has nearly five million owner-operated businesses—more than any other Visegrad country.
The private sector accounted for 66 percent of the country’s labor force in 1995, compared with 47 percent in 1989. Poland’s official unemployment rate is about 14 percent, but this figure may mask a more serious unemployment problem because it does not reflect either the number of redundant employees still working in state enterprises or the mechanisms that have been used to maintain employment (i.e., wage arrears, part-time work). Moreover, the loss of more than two million jobs since 1989 has made it politically difficult to accelerate privatization. Informal sector activity, however, may have accounted for the creation of one million jobs; the official unemployment rate may therefore overstate the severity of the problem. In any event, the unemployment rate is likely to decline, given Poland’s current annual real growth rate of 6 percent.
The Slovak Republic. In the Slovak Republic, the private sector accounted for 62 percent of GDP in 1995, up from 27 percent in 1991, and private sector output grew from less than $3 billion in 1991 to nearly $11 billion in 1995. Under the mass privatization program, the number of private enterprises grew from about 9,400 in 1991 to 26,400 in 1994. Micro-enterprises numbered 500,000 at the end of 1994, up from 200,000 just three years earlier. Nonetheless, private sector growth has been concentrated in one sector—services—and in one region—Bratislava—and, since 1994, has been slowed by policies that, despite the growth of export industries, have encouraged a gradualist approach to privatization and a diminished role for Investment Privatization Funds (mutual funds that invest in privatized companies).
The private sector accounted for 55 percent of the country’s jobs in 1995, up from 10 percent in 1990. Between 1990 and 1995, the number of private sector jobs nearly quintupled, from 250,000 to 1.2 million. However, more than 1.3 million jobs in the state sector disappeared during this period. As in the other Visegrad countries, the average number of employees in industrial enterprises dropped because of labor shedding by state firms; manufacturing employment fell 24 percent between 1989 and 1994. The unemployment rate, which was only 1.5 percent in 1990, has ranged between 13 and 14 percent since 1993, but is expected to decline if the Slovak economy continues to grow at current estimates of 6–7 percent (in real terms) annually.
In the Czech and Slovak Republics, the private sector has benefited from a stable macroeconomic environment, with low fiscal deficits, declining inflation, and relatively stable exchange rates. In recent years, exports from both countries have boomed, and the Czech Republic has attracted considerable foreign direct investment. Gross domestic investment has ranged between 25 and 27 percent of GDP.
Hungary and Poland, however, have been slower to achieve macroeconomic stability. Hungary has been troubled by large debt loads and fiscal deficits, high inflation, declining domestic investment, and steady erosion of the current account, although the situation began to improve in1995. Poland has succeeded in bringing down inflation rates, maintaining hard budget constraints to contain fiscal deficits, and increasing exports. However, it has experienced a run-up of arrears on trade debt, wages, and social security payments that has had a ripple effect on the economy—decreasing private sector liquidity, adding to upward pricing pressure, and weakening the tax base.
The Visegrad countries have made progress in equalizing the status of private and public property and improving protection of property rights. Because most property was previously state-owned, legal reforms establishing private property have included the transfer of ownership to private parties through privatization, restitution, and rentals.
However, property rights continue to be undermined by tenancy laws that restrict the rights of property owners, incomplete property registries, and weak legislation governing collateral. In all four countries, tenancy laws distort rental markets and make repossession of mortgaged property difficult. Title to urban and agricultural property is often uncertain because of incomplete and inaccurate records, multiple pledges on the same property, and unsettled claims arising from demands for restitution and from transfers of property to or among state entities. The collateral use of mortgages is still limited in the Czech and Slovak Republics and is cumbersome in Poland. Lenders in the Visegrad countries are reluctant to provide mortgage-backed loans because arrears on wages, severance pay, and tax claims are considered superior to—that is, to have a stronger claim on a creditor’s assets than—registered mortgage liens.
“The legal and regulatory frameworks in the Visegrad countries, although much improved, are plagued by weaknesses in critical areas”
All of the Visegrad countries have improved their commercial codes, but institutional weaknesses still undermine contract enforcement. Court capacity is inadequate, and procedures for resolving contract disputes out of court are not fully developed; also lacking are market-based liquidation companies and secondary markets for pledged assets. Social pressures as well as problems with collateral claims, seizure (credit hierarchy), and resale inhibit the use of bankruptcy and liquidation procedures. In Poland, debt disputes tend to be settled out of court. In Hungary, in contrast, bankruptcy and liquidation procedures are automatically applied to companies that default on loans. The Czech and Slovak Republics have preferred less formal methods for restructuring large enterprises unless liquidation is necessary.
The Visegrad countries have made progress with bank supervision in recent years. They have adopted new banking laws and prudential regulations, internationally accepted accounting standards, and stricter disclosure requirements. But information systems need to be improved, and bank supervisors need more experience and training in risk management.
Performance in the Visegrad countries has been mixed with regard to credit flows to the private sector, deposit mobilization, and overall financial intermediation. New lending flows to the private sector appear to be increasing in all four countries, although public sector borrowing is growing faster than private sector borrowing in all countries except the Czech Republic, where, in 1995, the private sector accounted for 65 percent of total outstanding credit (see chart). Manufacturers and traders have received the largest share of loans, while lending to most other sectors has been comparatively flat (agriculture, mining, power) or has risen only modestly (construction, transport).
The private sector’s share of the total stock of credit in Hungary, Poland, and the Slovak Republic was still low at the end of 1995, ranging between 32 and 46 percent. In Hungary, government borrowing has grown because of large fiscal deficits; net lending to households, small enterprises, and formal private enterprises began to decline in the early 1990s, just as the number of small and formal enterprises began to increase. Most observers expect this trend to be reversed, however, as fiscal deficits shrink and hard budget constraints are imposed on state enterprises. In Poland, banks are taking advantage of high net spreads on government securities to recapitalize, rather than lending to the private sector, which found it difficult to obtain bank credit until 1995. And even though the stock of credit to the private sector more than doubled between 1990 and 1995, from 16 percent to 37 percent, credit is still scarce and costly—the average loan to private sector nonfarm enterprises was only about $25,000 in 1995, enough to provide small-scale working capital but not to meet the longer-term investment needs of larger enterprises. In the Slovak Republic, lending to the private sector has been increasing as bank managements continue to impose hard budget constraints on loss-making enterprises.
On the whole, the deposit base has grown in all of the Visegrad countries as savings have increased. State banks continue to hold most deposits because of the sluggish pace of bank privatization and the importance of state savings banks in the interbank markets. However, private banks should see their deposit base expand in the coming years as the banking sector is privatized and deposit insurance becomes more widespread; this will lower their funding costs and make lending markets more efficient.
Financial intermediation rates (broad money as a share of GDP) in Hungary and Poland are low—41 and 36 percent, respectively—compared with 90 percent in the Czech Republic and 77 percent in the Slovak Republic. Some of these differences may have to do with differences in their borrow-back ratios (loan-to-deposit ratios). The gap between private sector deposits and loans is smaller in the Czech Republic than in the other three countries; in Hungary, Poland, and the Slovak Republic, government securities still represent a large share of total bank assets.
The Visegrad countries have come a long way toward establishing healthy market economies, but they are not there yet. Whether the Czech and Slovak Republics succeed in making the transition hinges on their maintaining a stable macroeconomic environment; whether Hungary and Poland succeed depends on their making continued progress toward a stable macroeconomic environment. All four countries need to accelerate the privatization of large industrial companies and financial institutions, as is currently happening in Hungary. Hungary and Poland also need to improve their financial intermediation rates. Most signs are positive, however, particularly since all four countries are aiming at membership in the European Union. Their steadily improving economic performances suggest they will succeed.
This article is drawn largely from the authors’ Private Sector Development During Transition: The Visegrad Countries, World Bank Discussion Paper No. 318 (Washington, 1996).
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Horst Siebert (editor)
J.C.B. Mohr, Tübingen, 1995, viii + 292 pp., $65 (cloth).
Don’t expect this book to answer unambiguously the question posed in the title—it won’t. But what it will do is provide a most illuminating summary of the state of organizational theories pertaining to a number of related questions. How do incentives affect individual responses within an organization? Are some incentive structures better than others? What is corporate culture, and how does it affect competitiveness and corporate adaptation? Does ownership structure matter? How “portable” are organizational structures across countries? The answers to these questions, it turns out, also are equivocal, as might be anticipated considering the origin of the book.
Trends in Business Organization is a compilation of papers and commentary presented at a conference in Kiel on business organization held in 1994 and, as such, is directed more to an academic audience than to operating managers who might be looking for tips on designing their own organizational structures. Conference participants, including those offering only comments on the prepared papers, represented an international constellation of contributing scholars in the field, not a mix of scholars and practitioners. Still, although mildly technical here and there, the papers are reasonably accessible to nontechnicians seeking background on current academic thinking about business organizations. These readers can easily skim over the technical portions without seriously limiting their understanding of the papers’ major thrusts and conclusions. For this reviewer, who is an economist but decidedly not an organizational theorist, the book offered a number of interesting insights that would, for example, have been helpful in preparing a just-completed International Finance Corporation study on international joint ventures.
One conclusion of this joint venture study is that these ventures tend to be characterized by unstable relationships, partly because the partners come from different national cultures but, just as important, because they usually represent quite dissimilar corporate cultures as well. In Trends in Business Organization’s chapter on corporate culture, Edward Lazear concludes that new companies are likely to have weaker cultures than established firms, which—since companies with stronger cultures tend to be more successful—would suggest that life is likely to be difficult for a new joint venture, at least at the outset. But working against this tendency, to some extent, is his observation that smaller firms—which joint ventures usually are at the beginning—can develop stronger cultures than larger ones. For international joint ventures, therefore, it is possible that an early investment in developing a corporate culture different from that of either partner could pay solid dividends.
Thus, for anyone contemplating doing applied research involving settings where corporate behavior is an important factor, this book’s compilation of papers could be very interesting. It is filled with suggestive nuggets of information coming from established figures in the study of business organization. For more academically inclined readers, the book offers competent reviews of the literature, along with a number of extensions of the state of the art.
Robert R. Miller
Francis A. Lees and K. Thomas Liaw
Quorum Books, Westport, Connecticut, 1996, xiii + 189 pp., $57.95 (cloth).
Western companies attempting to do business with or in China find it a major challenge, not only because China is a vast, rapidly expanding market but also because of the different business and social climate. The combination of important cultural differences between Western countries and China and the latter’s ongoing economic transition makes it hard for foreign companies to gain a foothold.
The need to address these difficulties more than justifies the publication of Lees and Liaw’s book. The authors consider the opportunities for foreign participants in the evolving Chinese markets in banking, securities, infrastructure financing, and business investment. They analyze how government regulation and market organization affect foreign participants and devote special attention to the foreign exchange system, which affects almost all foreign participants. Each chapter covers a particular sector—such as banking, the foreign exchange system, stock markets, infrastructure finance, and foreign-owned enterprises—and analyzes the problems and issues at stake. The final chapter looks into the future and expresses confidence in the irreversibility of China’s economic reform process. Accordingly, the authors are of the view that further innovations will be the order of the day. Hong Kong is considered as a main vehicle for China’s further opening to the rest of the world in the near future.
Foreign Participation in China’s Banking and Securities Markets is a useful source of information for would-be foreign participants in China’s economy. Each chapter indicates the complexity of China’s system. One of the main recommendations concerns the importance of getting involved in partnerships with local businesses to tackle this complexity more effectively.
Although the authors do not mention it explicitly, it seems to this reviewer that easy access to China has also been hindered by the gradual nature of its transition from plan to market. Gradualism has certainly added to the success of China’s transition in general, but it cannot be denied that it has also added to the complexity of the system. The resort to dual systems (for example, the coexistence of free and controlled prices, exchange rates, and interest rates) and the use of intermediate control systems (with both plan and market characteristics) has certainly not created a transparent environment for the foreign participant.
Another theme that dominates the problems facing foreign participants is the lack of a legal framework. Business in China has no real tradition of being governed by a legal framework. The Chinese authorities have come to realize the importance of a legal framework for the smooth operation of a market economy, and since the early 1990s, laws have been drafted covering key parts of the economy. Getting acquainted with the culture of being ruled by law, however, will be a time-consuming process for domestic enterprises. In the meantime, coping with the lack of a “level playing field” will remain a major challenge for foreign participants. This critical aspect could have been brought out somewhat more forcefully in the book, for instance in a concluding chapter which reviewed the common themes of each of the preceding chapters. The wealth of information Lees and Liaw’s book contains is spread out, and consequently the reader sometimes may not be able to see the wood for the trees.
Foreign Participation in China’s Banking and Securities Markets is a victim of the recent acceleration in China’s transition, particularly in banking and foreign exchange. Some parts of the book have already been overtaken by events, and preparation of a new edition is to be encouraged. An updated edition could also deal with some of the inaccuracies—not uncommon when dealing with a country as complex as China—and some of the contradictions and overlapping passages from which the book suffers.
Marc Quintyn
Ravi Ramamurti (editor)
John Hopkins University Press, Baltimore, Maryland, 1996, vii + 401 pp, $55 (cloth).
During the 1990s, privatizing large monopolies became a standard component of economic adjustment programs in Latin America. This collection of 13 articles offers answers to three basic questions raised by this dramatic change: (i) why did countries suddenly privatize large firms with strong market power; (ii) how did governments overcome the barriers to privatization and manage to attract private investors, and (iii) what changes has privatization brought?
The detailed case studies of the privatization of airlines, roads, and telecommunication offer pragmatic answers. The authors, mainly business school professors and/or consultants, clearly target practitioners as well as academics. The studies provide background on the politics of privatization and other matters, such as the organizational, labor, and financial restructuring required; negotiation with stakeholders; incentives; and performance after privatization. The different experiences are impressively synthesized by the editor in his overview.
On the first question (why privatize?), the book shows that the main goals were to maximize fiscal gains, signal the government’s commitment to change, and improve enterprise performance by encouraging competition, better management, and private financing of investment needs. On the second question (how?), the book highlights the crucial need for a strong personal commitment by political leaders and the benefits of centralizing decision making in the hands of an inner circle of committed privatizers. For telecommunications, extensive consultations with potential investors, identification of strategic investors, and explicit recognition of the need to offset risks by a temporary protection from competition were all required to attract investors. Even so, success was modest. For airlines, where competition was harder to limit and the growth potential more modest, a single investor was typically found. For roads, the chapter by W. M. Emmons III on Mexican toll roads explains why initial success depended on the creativity of the financing package.
Assessing the achievements was probably the most challenging task the authors had to face, since “fine tuning” of many of the privatizations is still taking place. For now, they found that the short-term fiscal and signaling objectives generally can be reached quickly if there is a strong political commitment and a minimum of preparation (even if more planning time yields more gains). But these gains come at the expense of efficiency goals. In telecommunications, there were strong gains in system expansion, cost control, and labor productivity, but there were problems with service quality and dissatisfaction with price increases. Privatized airlines (except for Aeromexico) faced more problems than privatized telecommunications firms. To some extent, this reflects excessive optimism about expected demand, excess capacity in the industry, and the pressure of competition—not only problems with the privatization process itself. For roads, José R. Gomez-Ibanez and José-Luis Guasch note that sustainability of private involvement will depend on the design of regulation.
The book suggests that reformers underestimated the importance of effective and predictable regulation to ensuring a fair distribution of the long-term gains of privatization among government, investors, and consumers. Too often regulation was designed to give incentives to invest but not necessarily for firms to be efficient. Generally, there was a need to renegotiate the privatization contracts, but no clear rules as to how to do it were in place. Moreover, regulatory institutions were not sufficiently competent or politically independent to ensure that further efficiency gains could be achieved and sustained.
Despite these problems, the authors support privatization, although they show that getting it wrong is easier than getting it right. Even so, potential sources of failure can often be remedied as long as the political commitment to the success of privatization remains strong and politicians understand the importance of regulation for the long-run sustainability of privatization.
Antonio Estache
T. Paul Schüfe (editor)
University of Chicago Press, 1995, 467 pp., $67(cloth), $22.95 (paper).
Investment in Women’s Human Capital is a collection of essays by various authors, including T. Paul Schultz, the editor, and Mark Rosenzweig, both of whom are pioneer researchers in human capital and productivity. The book covers different dimensions of women’s human capital and its distribution, determinants, and consequences. Since human capital represents a significant and growing share of a nation’s wealth, as well as a personal asset, investment in human capital is the most important step a society can take to promote economic development.
The book raises the issue of why investment in women’s human capital lags behind that in men’s and what role market forces play in creating this outcome. To understand why women generally possess less human capital than men, one must understand the gender differentiation in the returns to human capital and how families allocate resources for production and consumption. The main message of a large body of literature examining male-female differences in returns to human capital (basically in education) is that returns on investment in women’s human capital are as high as, or even higher than, those in men’s, yet families’ investment in women is lower than that in men. Drawing on the experience of high-income countries, Schultz argues that a redistribution of family resources took place in favor of women in many of these countries in response to institutional changes both within and outside the family. Similar trends are observed in some developing countries, although allowances need to be made for their varying paces of economic development. Ester Boserup argues that existing economic models designed to find out which social and economic changes make such redistribution possible are not adequate; multidisciplinary research is needed to improve them.
Male-female wage differences partly contribute to the lower participation of women than men in the labor force. Observed wage differences are partly due to differences in human capital and job characteristics, but a large part of these wage differences is still unexplained. Andrew Foster and Mark Rosenzweig argue that lack of information makes employers less aware of the productivity of workers (such as women) who have less tenure in the labor market, which results in their being paid lower wages. Male-female wage differences are also a source of the greater incidence of poverty among women than among men.
Women’s wages may be lower than men’s, but returns to education—even after correction for sample selection bias, migration, and choice of employment—are higher for women than for men. Yet schooling investment differs between males and females in, for example, Taiwan Province of China, Indonesia, and Côte d’lvoire. Studies done for Indonesia and Côte d’lvoire confirm that returns to schooling are not the sole determinant of parental investment in children’s education. William Parish and Robert Willis consider the impact of birth order and the timing of marriage on human capital investments in children, noting that the secular growth of income did not hurt schooling investment in girls compared with boys.
Although adult health is an important form of human capital, household data from such countries as Bangladesh, Jamaica, Malaysia, and the United States indicate that although education and other household characteristics partially explain the gender gap in adult health, a substantial part of it remains unexplained by biological and behavioral factors. Although provision of health care matters in determining adult health, households’ responses to the needs of men and women for health care also play a role. The chapter on Kenya by Germano Mwabu, Martha Ainsworth, and Andrew Nyamete shows that women are more responsive to the time and monetary costs of medical care than men are, but women use medical facilities provided by the government more frequently than men do.
Family preferences matter in male-female differences in human capital investment. Mark Rosenzweig’s chapter on India shows that the marriages of sons and daughters and their migrations affect both financial transfers and loans made within households in response to income variation owing to weather and agricultural growing conditions. Technological change weakens the advantage of such traditional marriage-based risk pooling, but it does not change the traditional preference for boys. However, investment in women’s human capital—notably education—increases families’ preferences for daughters relative to sons.
Although Investment in Women’s Human Capital raises many questions that go unanswered, it does not overemphasize the importance of collecting and analyzing gender-disaggregated data in improving our understanding or in influencing the role governments can play in promoting gender equality.
Shahid Khandker
William E. Becker and William J. Baumol (editors)
MIT Press, Cambridge, Massachusetts, 1996, viii + 283 pp., $35 (cloth).
Following what has been described as the “human capital revolution in economic thought” (based on the work of T. W. Schultz and Gary Becker at the University of Chicago in the early 1960s), economists intruded into what had been largely the domain of educators, psychologists, and sociologists. The literature on the economics of education grew exponentially, both in terms of volume and sophistication. Naturally, the two groups reached a point where they were not talking to each other, in the sense that the economics of education literature might have used statistical and econometric techniques with which educators were not conversant.
Assessing Educational Practices purports to bridge this gap by introducing the nonspecialist to the research methods used by economists in studying education. Although the empirical part of the book is focused on the United States, the theoretical principles and results should be of interest to education policymakers in developing countries.
Of particular interest among the empirical chapters are the findings reported in Card and Krueger’s chapter on the economic return to school quality—a highly debated topic in the economics of education literature. The authors find that a 10 percent increase in school expenditures (to pay for teachers’ salaries and other educational inputs) is associated with a 1–2 percent increase in annual earnings for graduates in later life. This income gain easily makes up for the earlier increase in teaching costs.
Overall, the book succeeds in its purpose of removing some of the esoteric economic jargon commonly used in discussing key topics in education, thereby improving access to a kind of analysis that might otherwise have been missed by those working in education. Although some of the individual chapters inevitably tend to slip into technicalities, this book will be a very welcome addition to the libraries of practitioners and students who are concerned about a large range of education issues but have heretofore been intimidated by the economic jargon.
George Psacharopoulos
Hyung-Ki Kim, Michio Muramatsu, T. J. Pempel, and Kozo Yamamura (editors)
Oxford University Press, New York, 1995, xxi + 552 pp., $65 (cloth).
There is no question that the postwar performance of the Japanese economy (as well as its prewar performance following the Meiji restoration) has been remarkable. This has led to a mini-industry examining various aspects of the Japanese system for lessons to be learned and potentially applied elsewhere. This book focuses on the role played by Japan’s civil service, and its interaction with other economic actors, in fostering Japan’s development. The book is an outgrowth of work managed by the World Bank’s Economic Development Institute and financed by the Japanese government under the Program for the Study of the Japanese Development Management Experience.
Although it is difficult, when considering a work of this nature, to derive uniformly held conclusions, the authors of the various papers included in the book tend to agree that Japan’s civil service has, indeed, contributed positively to economic development. They note that the small size and competitive nature of the civil service has resulted in a strongly motivated and able bureaucracy. The civil service’s power has generally been exercised informally, through its ability to cajole and bargain, rather than formally (although the degree of overt regulation in Japan remains notorious). The authors stress that the actions of the civil service have generally been congruent with, rather than designed to overcome, market forces, although, as the editors acknowledge, the “Japanese government has never been reluctant to ‘soften’ the immediate impact of market forces.” Finally, one conclusion emerging from these contributions is that there is nothing unique about the Japanese experience that precludes other countries’ replicating it.
Nevertheless, the authors recognize that the specific situations and problems currently confronting policymakers in Japan are significantly different in many respects from those their predecessors faced. The economy is finally emerging from its deepest and longest recession in the postwar period. Following the bursting of the asset price bubble of the late 1980s, the banking system has had to bear the burden of significant amounts of bad loans, which has required the authorities to use public funds to stabilize the situation. This action has been widely unpopular, and concerns about whether the concentration within the Ministry of Finance of responsibilities for banking supervision, securities regulation, budget preparation, and—to a lesser degree—monetary policy (since the Bank of Japan is not legally independent), with its attendant moral hazard, have resulted in calls for a dismantling or reorganization of the Ministry. Moreover, given the fact that many senior positions in the financial sector—including almost all senior positions among the failed jusen (housing finance companies)—are held by former Ministry of Finance personnel, the system of amakudari (literally, “descent from heaven,” the practice of civil servants’ retirement and subsequent employment in public corporations and the private sector) has come under intense attack. In addition, excessive regulation has kept domestic prices significantly higher than those abroad, which has led to increasing resentment and calls for reform. Thus, despite the positive past contributions of Japan’s civil service to economic development, pressures for further reforms of government policies, including those relating to the civil service, remain intense.
Mark Lutz
Bankers with a Mission: The Presidents of the World Bank, 1946–91
Jochen Kraske with William H. Becker, William Diamond, and Louis Galambos
June 1996 marked the fiftieth anniversary of the opening of the International Bank for Reconstruction and Development (IBRD). This book tells the story of the seven men who presided over the Bank from 1946 to 1991: Eugene Meyer, John J. McCloy, Eugene R. Black, George D. Woods, Robert S. McNamara, Alden W. Clausen, and Barber B. Conable. The story throws light on the importance of leadership for the building and performance of a global institution. Each president made a distinct contribution to building the organization and defining its mission. The chapters in this book describe who those presidents were, how they came to the Bank, and what experiences they brought with them.
Published for the World Bank by Oxford University Press
October 1996. 344 pages. Stock no. 61112. $24.95.
For payment in local currency, contact your World Bank distributor. In the US contact The World Bank, P.O. Box 7247-8619, Philadelphia, PA 19170-8619. Phone: (202) 473-1155, Fax: (202) 522-2627. Shipping and handling: US$5.00. For airmail delivery outside the US, add US$8.00 for one item plus US$6.00 for each additional item. Payment by US$ check drawn on a US bank payable to the World Bank or by VISA, MasterCard, or American Express.
The World Bank
Roger C. Riddell, Mark Robinson, and others
Oxford University Pressfor the Overseas Development Institute, New Yorkand Oxford, 1995, xiii + 303 pp., $65 (cloth).
Nongovernmental organizations (NGOs) have become major players in development assistance efforts during the 1980s and 1990s. Even conservative estimates indicate that there has been an explosion in the number of NGOs and the resources they represent. While “northern” NGOs located in the OECD countries have grown steadily, the greatest increase has occurred in developing countries. The growth of NGOs has been spurred by two developments. First, many of the northern NGOs have evolved into global operations that recruit and support local NGOs rather than execute all projects themselves. Second, a greater proportion of official development assistance has been channeled through NGOs, both northern and southern. By 1992, roughly 30 percent of total northern NGO incomes was provided by official donors, up from 1.5 percent in 1970.
NGOs have a wide range of objectives. Non-Governmental Organizations and Rural Poverty Alleviation assesses their contributions to rural poverty alleviation. This careful and balanced study, which was carried out by the Overseas Development Institute (London), focuses on 16 projects funded (although not necessarily executed) by British NGOs in four countries: Bangladesh, India, Uganda, and Zimbabwe.
The broad conclusion is that while the NGOs have generally performed better than might have been expected, their success has been at best partial. Most significantly, not one of the 16 projects studied succeeded very well in reaching the poorest in the communities in which the NGOs worked. The book points to a number of possible reasons.
First, it is not often well understood who the poor are. When NGOs try to identify the poor, they generally apply simple proxies, since carrying out detailed investigations into the circumstances of each potential beneficiary is not practical. Yet the poorest members of a community—those who are in ill health, without kinship ties, or chronically indebted—may show little observable differences from other poor people in terms of material assets.
Second, many NGOs strongly emphasize credit programs. While at least some NGOs make efforts to tailor their programs to provide small loans to persons having few or no financial assets, such efforts invariably entail particularly high administrative costs. In addition, the emphasis that many NGOs place on securing repayment and their increasingly common practice of lending at near-market interest rates imply that the poorest will not usually be well represented in the groups to which NGOs lend.
Third, NGOs often aim to support or foment social cohesion. In this context, many of them focus on creating groups with which to work. To ensure that the poorest are represented in the groups they form, NGOs have to make special efforts. Otherwise, group members may not be keen to include the poorest—particularly if members are required to apply jointly for loans. The increasing tendency of such groups to dissolve and reform—possibly in response to the growth of rival NGOs—also tends to exclude the poorest.
While this study is relatively modest in size and scope, it should be noted that very few such systematic assessments of NGO performance are currently available. This is puzzling—how have NGOs become so popular without the establishment of a firm empirical basis for determining whether they are successful or not? There are many reasons for the scarcity of systematic NGO evaluations. Most NGOs are small and operate under tight financial constraints. Staff are generally stretched to the limit, and it may be difficult for them to justify diverting scarce resources to carrying out baseline surveys and evaluations rather than direct interventions. Many NGOs are also reticent to make evaluations of their efforts public. As some NGOs step back from direct project execution and delegate such responsibilities to other NGOs, careful evaluations will become even more difficult to conduct. Finally, as official donors themselves channel more funds through NGOs, the former’s interest in scrutinizing the allocation of these resources may diminish.
Although this book raises many provocative issues, it argues persuasively that abandonment of the NGO model would be a mistake. There are few alternative models of development assistance that clearly perform better. Rather, NGOs should improve their performance by adopting a deeper and more systematic approach to monitoring and evaluation. The lessons learned from such evaluations must be allowed to inform not only the decisions of the NGO carrying out the evaluation but also those of other NGOs.
Peter Lanjouw
Gilbert Etienne
Vikas Publishing House, New Delhi, 1995, xiv + 352 pp., Rs. 395
South Asia has the greatest number of poor rural people on the planet. But in focusing on this fact, we often lose sight of the progress made there since 1947 in incomes, food production and consumption, the status of women and the poor, the provision of housing and clothing, and the overall level of rural welfare. The history of that progress, and of the accompanying social changes, is the subject of Gilbert Etienne’s valuable book.
Rural Change in South Asia is the latest of Professor Etienne’s books about the subcontinent. It presents an uncommon perspective, one that is not quantitative but that reveals the important elements of a great transformation. Rural Change recounts Etienne’s travels throughout the subcontinent, commencing in 1952, and summarizes his findings based on repeat visits to farmers, laborers, townspeople, officials, and many others, complementing original research with a limited amount of secondary data. That Rural Change uses no quantitative techniques is, curiously, one of its strong points. It thoroughly disarms those critics of the Green Revolution in South Asia who pretend that more analytically rigorous methods obfuscate the human aspects of rural change.
Etienne’s chief finding is that the Green Revolution has made a large improvement in the welfare of rural people and, through its effects on the price and supply of food and fiber, on the welfare of townspeople. The Green Revolution has had its strongest impact where irrigation is most prevalent, and its impact has been practically nonexistent where there is no irrigation. Much of the original impetus of the Green Revolution has been dissipated, however, because of the failure to sustain the growth of wheat and rice yields after the initial gains of the 1960s and 1970s. This failure, owing to the recent inability of research to develop better production technologies, does not negate the achievements of the Green Revolution but does explain why agricultural growth rates have fallen during the past 10–15 years. Green Revolution technologies can provide South Asian countries with significant additional growth potential, but they can realize it only by accelerating economic reform, in urban sectors as well as in agriculture. Etienne rightly concludes that rapid expansion in manufacturing is a key element in efforts to reform agriculture and to relieve acute rural poverty.
Professor Etienne notes some “danger signals.” Resource pressure is worsening, despite progress in controlling population growth. Regional disparities antedating the Green Revolution and now exacerbated by it have not been adequately addressed by policy and are likely to get worse. Though women, the poor, and the lower castes now enjoy rights they could not have dreamed of forty years ago, they still do not have many important political and economic entitlements. Though remedies now exist for corruption, official malfeasance may be worsening where economic expansion is rapid and absolute amounts of resources subject to political interference increase.
Professor Etienne advocates more vigorous population control, especially in Pakistan; broader and truer political reform, leading to less authoritarian government; quicker irrigation development, notably in Bangladesh and West Bengal, where abundant groundwater is underexploited; faster economic reform in the nonrural economy, particularly privatization of the capital goods sector, to reduce rural production costs; more public investment in agriculture; and greater openness to international trade and other external influences.
Owing to its very broad coverage, the book is shallow in places, for example in treatment of public spending in rural areas. Etienne comments that a rising share of public spending goes to politically motivated antipoverty programs of questionable benefit while decrying the fall in public spending for agriculture. But his argument is only roughly sketched. Even if public expenditure for agriculture has contracted, that may be all to the good, since much past spending went for irrigation schemes and other rural works that were politically motivated and uneconomic. It is also surprising that Rural Change nowhere refers to the seminal work done by the International Crops Research Institute for the Semi-arid Tropics. But the book tells an important tale in a straightforward style and presents many sound recommendations for governments and their foreign partners.
John Mclntire
Manfred Nitsch Freie, Universität Berlin, Mor Samb Lycée, L.S. Senghor Joal, Anand Chandavarkar, Monroe Burk, Robert D. Tamilia, and Ecole des sciences de la gestion
Ms. Fox’s plea for a Chilean-type pension reform in Eastern Europe does not convince me at all (see “Can Eastern Europe’s Old-Age Crisis Be Fixed?” in Finance & Development, December 1995).
The existing pension entitlements/debts are large and the labor market is sluggish so that current contributions can hardly finance the modest pensions averaging $15–25 per month that are now being paid out. Thus, the retirement age has to be increased, and disability as well as other special treatment criteria need to be tightened. Up to this point, nothing can be said against Ms. Fox’s diagnosis and therapy. However, her proposal for diverting contributions toward a fully funded, mandatory, privately managed second pillar promises “substantial gains” from “shock therapy” without convincing figures. Moreover, she answers the question whether such a radical reform at the expense of the elderly is possible in a democracy by referring to the rather problematic cases of Argentina and Peru. Most important from an academic point of view, her implicit model is based on disputable economic reasoning, since investment and growth are not dependent on savings but on profit expectations.
The recent rise of ex-communist political parties in Eastern Europe and Central Asia may have something to do with these ultraliberal pension reform ideas so that, in the end, the World Bank fosters not only bad economics but also anti-profit political forces.
Prof. Dr. Manfred Nitsch Freie Universität Berlin
Louise Fox responds:
In my article I recommended that Eastern Euopean countries move quickly to adopt a multipillar pension system with a funded second tier, such as is found in a number of Organization for Economic Cooperation and Development countries (e.g, Denmark, the Netherlands, and Sweden), as well as in many Latin American countries. Most economists agree that savings are important for investment and growth. The simulations showing the benefits of rapid reform are described in the World Bank study Averting the Old Age Crisis: Policies to Protect the Old and Promote Growth, pp. 339–42.
In their article, “Commercializing Africa’s Roads” (Finance & Development, December 1995), Rupert Pennant-Rea and Ian G. Heggie propose bringing Africa’s roads into the marketplace, putting them on a fee-for-service basis, and managing them like a business. These proposals are pertinent but fail to reflect some of Africa’s realities. It is true that roads in Africa are neglected, but the vehicle fleet is also old—the average age of taxis and mini-cars in Senegal is 7 years, and that of trucks, 10 years. These vehicles operate at a rate of return of around 30 percent and cannot support a road tax.
To transport customers, drivers in Senegal and other West African countries must queue up in public garages. This system keeps rates of return low, so that transport companies do not have the funds they need to renew their fleets, and breeds corruption, as drivers pay bribes to obtain operating permits for older vehicles that do not meet standards. The elimination of public garages and the queuing system would allow new cars to circulate, give passengers choices, lower the risk of accidents, and lead to the creation of private garages and improved service.
Privatization of the transportation sector is urgent. Private initiative will breathe new life into this sector, the veritable driving force of economic development.
Mor Samb Lycée L.S. Senghor Joal, Senegal
The article by Carrizosa, Leipziger, and Shah, “The Tequila Effect and Argentina’s Banking Reform” in Finance & Development, March 1996, does not really address the core questions it poses. For one thing, it does not define the “tequila effect” (p. 23) nor does it spell out whether “the disruption of Mexico’s economy in late 1994” and its concomitant spillover effects were sui generis. If anything, it suggests the opposite by concluding that “the devaluation of the Mexican peso on December 20,1994, and the resulting capital outflows throughout Latin America triggered the crisis” (p. 24). If the resultant capital outflows were a continental phenomenon, what then were the exceptional feature of their impact on Argentina and the related transmission mechanism? Why were other Latin American countries spared the Argentinean type of crisis?
Anand Chandavarkar Advisor (Retired) International Monetary Fund
“Reforming Government in Industrial Countries” (Finance & Development, September 1996) is more ideological than scientific. The size of the public budget is, to a large extent, a function of institutional arrangements and accounting practices. It is not an indicator of the quality of a government or, for that matter, of a society. Economic theory does not dictate whether a retirement, health, or unemployment insurance system should be operated on-budget or off-budget, or in the public or private sector. The distinction between the public and private sectors is often blurred. For example, in certain countries, the military was partly self-financed from its own enterprises and its budget greatly understated. In many instances, regulation, which imposes a burden on the private sector, performs the same function as treasury outlays. The recommendation advanced in the article that the public sector should not be higher than 30 percent of the [country’s] GDP can have no practical importance unless there is international comparability in budgetary practices.
Historically, the state has always provided economic favors to selected people and groups, but its primary intent has not been to redistribute wealth from the rich to the poor—it has generally been the opposite. There is a need to eliminate subsidies and expenditures that benefit certain groups without any economic or social justification. There are, without doubt, low-income individuals who misuse welfare programs, but such derelictions pale before the benefits that flow to the rich and powerful. Bloated budgets are not due to excessive devotion by governments to the poor and unfortunate. The welfare state does not spring from eleemosynary instincts or a desire for economic equality but is largely a device to avoid civil disorder and to buy votes.
The thrust of the article is that governments should limit their activities. But some countries need to increase outlays for infrastructure, rehabilitation of decaying urban centers, education and training, low-cost housing, and universal health and retirement insurance. Deficiencies in welfare programs should not obscure the need to devote public funds to important social objectives. To support their argument, the authors must demonstrate that changes in public resources devoted to social purposes, such as education and health, are not correlated with social outcomes. If one wishes to rely on budgetary data, public budgets need to be comparable across countries. Military expenditures and interest on the national debt should be excluded; insurance programs must be treated as off-budget items.
Monroe Burk Columbia, Maryland
Vito Tanzi and Ludger Schuknecht respond:
We have great difficulties in understanding the point that Mr. Monroe Burk wants to make about our paper, which he calls “more ideological than scientific.” While on the one hand he informs us that “historically, the state has always provided economic favors to selected people and groups…”; that the state has often redistributed income and wealth from the poor to the rich; and that the welfare state was “… a device… to buy votes”; he objects to our conclusion that spending can be reduced in many countries without reducing the essential role of the state. He attributed to us a conclusion—that the public sector should not be higher than 30 percent of GDP—that we never reached. Whether the level of spending should or should not exceed 30 percent of GDP depends on how well the state can spend the money. Our conclusion—that once the 30 percent level is reached, there is no evidence that much good is produced from the excess over 30 percent—was based on positive rather than normative analysis.
Mr. Burk’s letter indicates that indeed there is a lot of scope for reducing public spending. Many governments have recognized this truth and have begun to put in motion forces that will eventually reduce the role of the state.
I read with interest the article by Tanzi and Schuknecht, “Reforming Government in Industrial Countries” (Finance & Development, September 1996). The tentative conclusion was that government spending as a percentage of GDP could be lowered from 50 percent to 30 percent. However, the authors were not clear on how that could be done or how to treat the numerous public agencies that are really part of the public spending sector but that act as if they are part of the private sector.
In Canada, such firms are known as crown corporations or parapublic agencies. They are government-owned monopolies, accountable only to the government. Profits are often paid out annually as dividends to the government, which uses this money for public spending. For example, Hydro-Quebec, a very large utility, by law must remit some Can$700 million every year (it can vary) to its only stockholder, the provincial government. The government allows it to increase rates every year, independently of any economic need. At the same time, the government demands cuts in the company’s operating budget. Thus, the government is able to collect more money from the public without raising personal income taxes. Many such corporations exist throughout Canada.
Governments that raise money so easily via state-owned agencies can appear to be cutting public spending when they are simply transferring funds from one account to another. A serious analysis needs to take into account the flexibility that state-owned agencies offer governments in meeting, cutting, or increasing public spending.
Professor Robert D. Tamilia Ecole des sciences de la gestion University of Quebec at Montreal
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