Macroeconomic Issues Facing ASEAN Countries
John Hicklin
David Robinson
Anoop Singh
Editors
International Monetary Fund
Washington, D.C.
1997
© 1997 International Monetary Fund
Design and production: IMF Graphics Section
Library of Congress Cataloging-in-Publication Data
Macroeconomic issues facing ASEAN countries / John Hicklin, David Robinson, Anoop Singh, editors.
p. cm.
Includes bibliographical references.
ISBN 1-55775-637-6
1. Asia, Southeastern—Economic conditions—Congresses. 2. Asia, Southeastern—Economic policy—Congresses. I. Hicklin, John, 1953-. II. Robinson, David, 1958-. III. Singh, Anoop.
HG441.M32 1997
339.5’0959—dc21
97-25968
CIP
Price: $26.00
ISBN: 04390-9781462312887
DOI: 10.5089/9781462312887.071
Address orders to:
External Relations Department, Publication Services
International Monetary Fund, Washington D.C. 20431
Telephone: (202) 623-7430; Telefax: (202) 623-7201
E-mail: publications@imf.org
Internet: http://www.imf.org
1 Overview
John Hicklin, David Robinson, and Anoop Singh
2 Opening Remarks
Mar’ie Muhammad
3 Sustaining Macroeconomic Performance in the ASEAN Countries
Michel Camdessus
II. Savings, Investment, and the Current Account
4 Are Current Account Imbalances in ASEAN Countries a Problem?
Jonathan D. Ostry
5 Indonesia’s Fiscal Position: Sustainability Issues
Geoffrey Bascand and Assaf Razin
6 Philippine Fiscal Policy: Sustainability, Growth, and Savings
Philip Gerson and David Nellor
7 Saving in Southeast Asia and Latin America Compared: Searching for Policy Lessons
Anuradha Dayal-Gulati and Christian Thimann
III. Monetary Policy, Financial Liberalization, and Capital Market Development
8 Financial Liberalization and Money Demand in ASEAN Countries: Implications for Monetary Policy
Robert Dekle and Mahmood Pradhan
9 Capital Market Development and the Monetary Transmission Mechanism in Malaysia and Thailand
Tim Callen and Patricia Reynolds
10 Indonesian Financial System: Its Contribution to Economic Performance and Key Policy Issues
John Montgomery
11 Exchange Rate Policy and Macroeconomic Management in ASEAN Countries
Peter J. Montiel
12 ASEAN in the World Economy
Flemming Larson and Jahangir Aziz
13 ASEAN in a Regional Perspective
Jeffrey A. Frankel and Shang-Jin Wei
14 Growth and Productivity in ASEAN Countries
Michael Sarel
The following symbols have been used in this book:
… to indicate that data are not available;
– between years or months (e.g., 1995–96 or January–June) to indicate the years or months covered, including the beginning and ending years or months; and
/ between years (e.g., 1996/7) to indicate a fiscal (financial) year.
“Billion” means a thousand million.
Minor discrepancies between constituent figures and totals are due to rounding.
The term “country,” as used in this volume, does not in all cases refer to a territorial entity that is a state as understood by international law and practice; the term also covers some territorial entities that are not states, but for which statistical data are maintained and provided internationally on a separate and independent basis.
In recent years, the performance of the ASEAN countries has been subject to renewed debate. While their impressive growth record has been sustained well into a third decade, new challenges have emerged. These challenges have arisen partly from a fast-changing international economic environment, involving the global integration of goods and capital markets. The ASEAN countries have been among the first to take considerable advantage of the new opportunities afforded by these trends, but, at the same time, policymakers in these countries have faced new complexities in managing their economies.
A number of key macroeconomic issues are involved in the debate about the recent performance, policies, and prospects of the ASEAN countries. To examine these issues, the IMF and Bank Indonesia organized a conference in Jakarta on November 7-8, 1996, which attracted a distinguished set of speakers and participants drawn from senior policymakers, academics, and private sector representatives across Asia. As background, the IMF staff prepared, or coordinated the preparation of, a number of papers on selected aspects of macroeconomic policy and management. This volume contains these papers, as well as an overview of the discussion at the conference, and should add to the understanding of ASEAN issues by observers and scholars in Asia and other parts of the world.
A large number of persons in Bank Indonesia and in the IMF contributed to the success of the conference, and we convey to all of them our thanks.
The conference provided senior officials of the ASEAN region, academics, private sector representatives, and IMF staff with a very useful forum for exchanging views. Its success owed much to the support, hard work, and dedication of a large number of people in both Bank Indonesia and the IMF. While it is impossible to list them all by name, we would particularly like to thank Soedradjad Djiwandono, Governor of Bank Indonesia, and Kunio Saito, at the time Director of the IMF’s Southeast Asia and Pacific Department, for their overall encouragement and support. Bank Indonesia Managing Director Boediono oversaw all aspects of the excellent arrangements and warm hospitality extended to participants during their stay in Jakarta, and was supported in this by Burhanuddin Abdullah, who chaired Bank Indonesia’s organizing committee. Within the IMF, Christopher Morris played a central role in organizing arrangements from Washington. Our thanks also go to all the authors of the papers produced for the conference, Christopher Browne and many other IMF staff who provided invaluable comments on the papers, and the participants in the sessions. The views expressed are those of the authors and should not be attributed to the institutions with which they are affiliated.
This volume containing the background papers produced for the conference is being brought out as a joint effort of the IMF’s Asia and Pacific Department and the Regional Office of Asia and the Pacific, and we are grateful to their Directors, Hubert Neiss and Kunio Saito, for their support of the endeavor. We are also indebted to Elisa Diehl of the IMF’s External Relations Department, who worked hard to prepare the volume for publication in time for the thirtieth anniversary of ASEAN.
John Hicklin, David Robinson, and Anoop Singh
The papers in this volume were prepared as background for a conference on the major macroeconomic issues facing the member countries of the Association of South East Asian Nations (ASEAN), held in Jakarta, Indonesia, on November 7-8, 1996. The conference aimed to review the macroeconomic record of the ASEAN countries, examine the factors that have contributed to the region’s economic success, and identify the policy agenda for sustaining this success into the twenty-first century. The background papers review the major policy issues and add to the empirical evidence in key areas such as saving, investment, and the current account; monetary policy, financial liberalization, and capital market development; and the medium-term outlook.
This overview section provides some background on the region, summarizes the papers, and conveys briefly the main points of the discussion at the conference.
The ASEAN countries—Brunei Darussalam, Indonesia, Malaysia, Philippines, Singapore, Thailand, and Vietnam—stand at the center of the most dynamic economic region of the world, and their performance has been part of the Asian “miracle” that has been well studied by economists and policymakers the world over. The region accounts for about 7½ percent of the world’s population and a rapidly growing share of world output.
The economic achievements of the countries in this region over the past quarter century have little parallel. As a result of strong, sustained economic growth since 1970, Singapore has now joined the ranks of the rich industrial countries, while Indonesia, Malaysia, and Thailand have seen their real per capita incomes rise more than threefold over this period (Table 1). More recently, the Philippines, too, has seen its growth rate rise closer to that of the other countries in the region.
Table 1. GDP Growth and Per Capita GDP in Selected ASEAN Countries
Sources: International Monetary Fund, World Economic Outlook: A Study by the Staff (Washington, various issues); and IMF staff estimates.
In much of the region, this rapid growth has also been accompanied by dramatic reductions in poverty. Thus, Malaysia has been able to virtually eliminate the incidence of poverty, while Indonesia and Thailand have also made substantial progress in this key area (Figure 1).
Figure 1. Incidence of Absolute Poverty
(In percent of population)
Source: World Bank, Social Indicators of Development (Washington, 1996).
Note: Definitions are country-specific and figures are not directly comparable across countries.
An outstanding feature of the region’s economic success has been exceptionally high saving and investment rates that have shown increasing disparity with the rest of the world. The strong and rising saving performance has reflected contributions from both the private and the public sector. In addition, these countries have been able to tap successfully additional foreign savings to complement their already formidable domestic effort.
Although countries varied considerably with respect to starting conditions, natural endowments, and individual experiences, there is broad acceptance of the key policy settings that have contributed to the region’s strong economic fundamentals:
In recent years, in the wake of the globalization of international financial markets, the ASEAN countries have faced major new challenges. The nature of these challenges and their impact on macroeconomic performance in the region were some of the issues considered in Indonesian Finance Minister Mar’ie Muhammad’s opening remarks at the conference, as well as in IMF Managing Director Michel Camdessus’ address (Chapters 2 and 3).
As a result of these challenges, especially the interaction of large capital inflows with strong domestic demand, external current account deficits have risen in the region well above the average of previous years, and pressures on private sector credit and domestic prices have also mounted (Table 2). Greater attention has been given to the increased risks associated with rising external deficits, especially in the context of the openness of the economies in the region and the mobility of international capital. Although many of the region’s traditionally strong underlying economic fundamentals—such as the fiscal position and domestic saving—have generally remained intact, there has been some erosion in other indicators and greater volatility in exchange markets. For example, the recent slowdown in exports has raised concerns over exchange rate policy and competitiveness in some countries, and high rates of credit growth together with property market developments have put pressure on financial systems.
Table 2. Selected ASEAN Countries: Economic and Financial Indicators
(Averages, in percent of GDP unless otherwise indicated)
Sources: IMF, World Economic Outlook: A Study by the Staff (Washington, various issues); and IMF staff estimates.
1 All ratios are in percent of GNP, unless otherwise indicated.
2 For 1996, December 1996 over December 1995.
3 Includes errors and omissions.
Thus, the macroeconomic policy mix in the ASEAN countries has come under increased scrutiny, and the search for a strategy to reduce risks and sustain the region’s exemplary performance has intensified. Mr. Camdessus’ address points to a number of ingredients of such a strategy, including increasing domestic saving rates, reducing the burden on monetary policy through the adoption of an ambitious approach to fiscal consolidation, increasing flexibility in exchange rate policy, strengthening banking systems, promoting greater transparency, and fostering good governance in the affairs of the state. These issues were major themes of the background papers as well as of the discussion at the conference.
Jonathan Ostry’s paper on current account imbalances in ASEAN countries assesses the sustainability of the widening current account deficits in the region in the 1990s. Using a consumption-smoothing model, Ostry examines whether current account deficits (through 1994) have reflected excessive external borrowing for consumption, that is, whether foreign saving has been used to finance consumption beyond what would be warranted by transitory fluctuations in domestic income. His conclusion is that this has not been the experience of the ASEAN region and that the deficits have primarily reflected high levels of investment rather than excessive private consumption. Nevertheless, Ostry stresses that reducing current account deficits over time will minimize risks from other factors that bear on the assessment of sustainability by financial markets.
Papers by Geoffrey Bascand and Assaf Razin, on Indonesia’s fiscal position, and by Philip Gerson and David Nellor, on the Philippines’ fiscal policy, develop a number of criteria for assessing fiscal sustainability inthese countries, analogous to the sustainability criteria for external current account deficits. The papers conclude that fiscal positions are sustainable in both these countries; for Indonesia, Bascand and Razin reach their conclusion after adjusting for the exhaustibility of oil reserves and with reference to an assessment of government net worth. However, the papers find that additional fiscal consolidation would be prudent to strengthen external sustainability in both countries, as well as to reduce their vulnerability to external shocks.
The paper comparing saving performance in Southeast Asia and Latin America, by Anuradha Dayal-Gulati and Christian Thimann, reinforces the conclusion of the other papers, namely, that fiscal policy plays a key role in determining national saving rates given that public saving in the region only partially crowds out private saving. Their paper also provides extensive empirical evidence of the strong contribution that macroeconomic policies have made to the high levels of private saving in the ASEAN region. However, Dayal-Gulati and Thimann also caution that policy measures to raise private saving typically work over the long term, hence providing additional justification for a larger contribution from public saving in the near term.
The Philippines’ Gabriel Singson, in his lead presentation at the conference, focused on many of these issues, in particular, the sustainability of external deficits in the ASEAN region, the appropriate balance between fiscal and monetary policies, and the scope for fiscal policy to make a larger contribution toward reducing these deficits. Singson, drawing on the Philippines’ experience, emphasized the linkages between fiscal and monetary policies and saw dangers in a policy mix that relied too heavily on monetary policy for current account reduction. He pointed to the importance that tax reform had played in the Philippines in lending credibility to the overall macroeconomic adjustment process, highlighting that this had required strong political leadership.
During the discussion, Indonesia’s Robby Djohan emphasized the considerable importance that financial markets attached to current account sustainability. Djohan viewed export growth, the composition of import growth, the structure of capital inflows, the credibility of the exchange rate, and the level of reserves as being important factors governing the risks associated with external deficits in the region. He emphasized that policymakers could contribute to sustainability by ensuring that policies were transparent, implementation was consistent, the private sector was given a dominant role, and trade and investment policies fostered openness.
Both Thailand’s Somchai Richupan and Indonesia’s Dono Iskandar focused on the importance of fiscal policy in the mix of measures to reduce current account deficits. Iskandar noted that fiscal adjustment in Indonesia also had to contend with the declining importance of oil revenues and that this had required tax reform efforts, the strict prioritization of expenditures, and the provision of a greater role to the private sector in infrastructure development. Richupan pointed, in addition, to reforms designed to improve revenue collections at the state and local levels in Thailand.
The IMF’s David Robinson provided additional background on the determinants of private saving in the region, noting that, in the short term, dependency ratios would continue to fall in a number of countries in the region, which should help boost private savings. He said that a supportive macroeconomic environment, the maintenance of competitive returns on financial saving instruments, and the development of fully funded pension schemes were promising avenues for increasing private saving in the region. However, because their effects were likely to be felt only with relatively long lags, Robinson saw fiscal policy as the most effective tool for raising national saving and reducing current account deficits in the near term.
The discussion focused on both tax and expenditure policies as ways to increase public saving. Many speakers judged that improvements in tax administration and tax collection systems could make a strong contribution. Some speakers pointed to the still low ratio of tax revenue to GDP in the region—considerably below that in many other countries—and saw revenue increases through expanding tax bases and more efficient tax administration as important channels for raising public saving. With respect to government expenditure, there was agreement that policymakers would have to carefully weigh important competing claims for additional spending on physical and human infrastructure rather than on other activities. Speakers also saw a role for developing stricter criteria to evaluate the returns on public sector investment and for developing a more supportive environment for private sector participation.
Two of the background papers examine the substantial changes that have taken place in financial and capital markets in the ASEAN region since the early 1980s and their implications for the financing of economic activity and the conduct of monetary policy.
Robert Dekle and Mahmood Pradhan’s paper on financial liberalization and money demand in ASEAN countries reviews empirical evidence that points to continuing instability in the relationship between money growth, economic activity, and inflation. Their analysis suggests that policymakers need to look beyond the behavior of monetary aggregates—to a wider set of monetary and real sector indicators—to assess monetary conditions. Their paper reviews the feasibility of alternative policy frameworks, such as nominal income targets and inflation targets, and suggests that policy credibility would be enhanced by greater transparency in the making of monetary policy decisions.
Tim Callen and Patricia Reynolds, in their paper on capital market development and financial deregulation, look at these issues from the additional perspective of the financing of economic activity in Malaysia and Thailand. They find that rapid investment and growth have been associated with a shift in corporate financing from internally generated to externally generated funds, consistent with trends elsewhere in the world. Callen and Reynolds underscore the need for close monitoring of future developments and trends affecting corporate leverage ratios, the growth of domestic bond markets, and changes in the composition of bank loan portfolios, as part of effective monetary management.
John Montgomery’s paper examines the impact of financial liberalization on Indonesia’s financial system. It reviews the general experience of financial liberalization in other countries and points to the potential for such liberalization to result in the increased risk of poor lending decisions by domestic banks. Montgomery identifies key policy issues that should provide the focus for further improvement of the performance of financial markets and institutions in Indonesia. These include the need to resolve rapidly the problem of undercapitalized banks, improve the supervision and regulation of banking and securities markets, and deepen and expand the competitive structure and domestic investor base of these markets.
The recent surge in capital flows to many developing countries, particularly in Asia and Latin America, has been associated with widening current account deficits and concerns about exchange rate appreciations. Peter Montiel’s paper on exchange rate policy and macroeconomic management in ASEAN countries examines the impact of the large-scale capital inflows on the real effective exchange rate in the region. Montiel finds that, unlike in Latin America, the recent capital-inflow episode did not result in an appreciation of the long-run real effective exchange rate in the ASEAN countries. The equilibrium rate appreciated in Singapore after about 1987 and in the Philippines after 1990, but stabilized or continued to depreciate in Indonesia, Malaysia, and Thailand. Montiel does not find evidence of misalignment in the real exchange rates of any of the countries in the sample at the end of 1994. He therefore concludes that the performance of the real effective exchange rate in these countries can be interpreted as broadly consistent with long-run equilibrium over the period reviewed.
Many of these themes were discussed extensively at the conference, especially the implications of structural changes in the financial environment of the ASEAN countries (including for monetary and exchange rate policy), and the impact on domestic financial systems. Indonesia’s Soedradjad Djiwandono, in his lead presentation, pointed to instabilities inthe relationship between money growth, economic activity, and inflation, caused by structural changes, that resulted in monetary policy in Indonesia being conducted with reference to a broader range of financial variables. The Philippines’ Amando Tetangco said that the same instabilities had stimulated the development of a form of inflation targeting in the Philippines, which had incorporated flexibility with respect to capital inflows and indicators of financial deepening. Tetangco said that the regime had worked well so far, with generally low inflation, less variable and declining interest rates, and a stable exchange rate.
With respect to the exchange rate, Soedradjad noted that the increased mobility and size of international capital flows had also complicated the conduct of policy. He pointed to the recent greater flexibility in Indonesia’s exchange rate—a crawling exchange rate band—as an attempt to address some of the difficulties posed by capital inflows and give greater control to monetary policy. Malaysia’s Zeti Akhtar Aziz focused on the impact of increased short-term capital flows on monetary policy and emphasized that an independent monetary policy required flexibility in the exchange rate regime. However, Zeti pointed out that the level of the exchange rate was also important, with policymakers facing the dilemma of allowing the exchange rate to adjust partly or fully to short-term flows. She pointed to the risk of overshooting in this process, noting that the exchange rate was more volatile than was desirable. Moreover, given the costs of, and limits to, sterilized intervention, Zeti observed that administrative controls on short-term capital flows remained a temporary option in certain circumstances.
The discussion placed considerable emphasis on the importance of sound domestic banking systems, with Soedradjad stressing that weaknesses in financial institutions translated into additional constraints on monetary policy. A number of speakers echoed this point, with Thailand’s Bandid Nijathaworn discussing the range of policies needed to safeguard financial systems in a rapidly changing environment. Nijathaworn emphasized, in particular, the strict enforcement of capital adequacy requirements, close monitoring and continuous assessments of banking system vulnerability to capital flows (both inflows and outflows), and the potential need for measures designed to discourage the banking system from extending excessive credit, as well as the importance of a strong fiscal position as an anchor in a volatile financial environment. Based on the region’s experience, Nijathaworn also stressed that financial liberalization should be undertaken gradually and cautiously to give the monetary authority and financial institutions time to adjust.
Picking up on this theme, the IMF’s John Hicklin also discussed the increased risks to the banking system as a result of financial liberalization and capital market development and agreed with Nijathaworn that steps should be taken to minimize these risks. Hicklin emphasized the importance of greater exchange rate flexibility and the need to deal quickly with emerging nonperforming loans. In this context, country authorities needed to demonstrate a greater willingness to close failed banking institutions in the context of improved prudential regulation and to work toward more transparency in indicators in line with the strength of financial systems. Hicklin noted that supervisors would need to focus increasingly on the ability of banks to assess market risks, including those associated with derivative positions.
The background papers for the final session of the conference, the medium-term outlook, deal with ASEAN in a regional perspective, as well as with future growth and productivity trends. The paper by Jeffrey Frankel and Shang-Jin Wei reviews regional aspects of ASEAN performance, including the role of trade and foreign investment in fostering the region’s remarkable record of economic growth and the prospects for sustaining its rates of growth of trade above the world average. Frankel and Wei find that these prospects will be helped by a number of factors, including continuing rapid productivity growth—which will be spurred in part by further trade liberalization as well as by the full integration of the transition economies of Southeast Asia with the rest of the world.
The high degree of external openness of the ASEAN economies is also considered, among other influences, in the paper by Flemming Larsen and Jahangir Aziz, in the context of comparing the ASEAN business cycle with that of the industrial countries as well as looking at the future growth convergence of the ASEAN countries. The paper finds some evidence of a decoupling of the business cycle in the ASEAN countries from that in the industrial world, attributable in part to the growing dynamism of intraregional trade and other economic interactions. Regarding convergence, a significant degree of “catching up” by the ASEAN group with the industrial world has already taken place—although with considerable diversity in experience among ASEAN countries. On the basis of current trends, the paper concludes that the average income level in the ASEAN countries will reach Japan’s 1995 per capita income level by the year 2010.
Michael Sarel’s paper on growth and productivity reviews the sources of growth in the ASEAN economies, in particular the role played by total factor productivity, taking as background some recent studies that have concluded that growth rates of total factor productivity in Asian economies have not been nearly as spectacular as their growth rates of output. Using an alternative methodology and database, Sarel finds that total factor productivity growth has indeed been impressive in several ASEAN countries and that the proportion of output growth per person attributable to such growth is not systematically different in the ASEAN economies and the United States.
The final session of the conference, featuring a roundtable of speakers from the ASEAN region and the IMF, focused on the medium-term economic outlook. There was widespread agreement that the outlook for ASEAN countries would continue to be positive provided that macroeconomic management remained flexible and prudent, economic policies remained market oriented, and recent pressures on financial systems were addressed swiftly. In addition, sustaining the growth of total factor productivity over the medium term will require increased investment in infrastructure and education, with a greater role for the private sector in these areas.
The IMF’s Jack Boorman reviewed the basic paradigm for growth, distilled from the experience of the ASEAN economies, as well as the new challenges in a more globalized world. Both Boorman and Malaysia’s Tan Sri Datuk Clifford Herbert cautioned against complacency, noting that international acceptance of the basic paradigm was relatively recent.
Tan Sri Datuk Herbert stressed, in particular, that balanced budgets needed to be complemented through an acceleration of privatization programs, especially in new areas, such as health and education. Provided that sufficient regulatory safeguards are in place, the private sector can play a much bigger role in these areas. At the same time, to sustain high-quality growth, government expenditure should be directed more toward human resource development, research and development spending, and the social needs of the poor. In the area of governance too, there should be more private sector participation in the decision-making process. This would help promote efficiency and professionalism in the public sector and instill confidence in the system of governance by limiting corruption. In this context, Boorman also pointed to the need to eliminate off-budget outlays and increase the transparency of fiscal policies; improve data dissemination; strengthen banking supervision standards; and eliminate institutional mechanisms such as indexation that may entrench inflation and inflation expectations. In many of these areas, Boorman said that the IMF was prepared to play an important role through technical assistance and increased surveillance efforts.
Boorman also urged policymakers in the region to disseminate their experience to other developing countries, noting that there remained some reluctance in parts of the world to accept the ASEAN region’s basic paradigm. He noted that the ASEAN countries could provide valuable policy advice and technical assistance, especially to countries in Africa, on macroeconomic management and on how to limit the distortionary effects of state intervention. Within ASEAN, this paradigm was also under attack in some quarters, but for the wrong reasons. Insufficient attention to strengthening institutional capabilities, especially in the area of tax administration, had created new problems, such as crime and money laundering, that needed to be addressed.
The growing demands for finance for infrastructure development had not, according to Japan’s Yukio Yoshimura, received sufficient attention. Given the constraints on public finances, there was an expectation in the region that the private sector would increasingly fund infrastructure projects, but thus far domestic saving had not been channeled toward infrastructure development. Promoting the development of bond and equity markets in the region would help increase private sector funding for infrastructure and lessen the fiscal burden. Private finance would also bolster efficiency, and foreign financing would speed up the transfer of technology from industrial countries. However, governments will need to guard against the adverse effects of large private capital inflows on exchange rates and on monetary policy and maintain a competitive pricing and regulatory environment to ensure that projects are funded on the basis of market criteria. Yoshimura emphasized the necessity for cooperation in the international community and, in this regard, appreciated the IMF’s role in monitoring macroeconomic developments.
Singapore’s Teh Kok Peng emphasized the longer-term requirements of sustaining growth in the ASEAN countries, particularly those related to maintaining the quality of factor inputs. Although much of the recent debate on East Asian growth has centered on the growth of total factor productivity, in particular on the Krugman claim that its growth had been negligible (and, in some cases, such as Singapore, negative), Teh suggested that policy makers should not be overly concerned about growth that was driven largely by factor accumulation. Rather, the challenge ahead was to ensure that adequate funds were devoted to human resource development. The ASEAN countries compared well with the newly industrializing economies with respect to the percentage of the population enrolling for primary education, but lagged considerably behind with regard to secondary and tertiary education. Currently, a number of countries in the region, such as Indonesia and Malaysia, are experiencing skill shortages in key sectors, especially in engineering and computing, in part reflecting the lower levels of enrollment in higher education compared with Japan and the newly industrializing economies.
The sustained improvement in economic performance in Vietnam over the past ten years has been helped by its membership in ASEAN and by its greater integration with the region, Vietnam’s Le Dang Doanh reviewed recent economic reforms in Vietnam, emphasizing that, while much remained to be done—especially maintaining the momentum in the transition toward a market economy—prudent macroeconomic management had helped reduce inflation and boost exports and overall economic growth. Saving in Vietnam remained lower than in other ASEAN countries, and this would limit the pace of infrastructure development and spending on education and health. The government was eager, however, to encourage a greater role for the private sector in these areas. Le Dang Doanh was confident that the continuing efforts to reform the legal frame work and promote the development of financial markets would further enhance economic performance over the medium term.
The IMF’s Flemming Larsen emphasized the growing importance of ASEAN in the world economy and the changing nature of trade and financial linkages between those countries and the industrial countries, key themes in his background paper. Whereas during the 1970s and 1980s business cycles in ASEAN countries moved closely with those in the industrial countries, since the late 1980s, growth in the ASEAN region has been less influenced by fluctuations in economic activity in North America and Europe. Larsen cited a number of factors that had led to the decoupling of business cycles between ASEAN and the industrial world, including the sustained increase in trade, both intraregional and with other developing country regions, and the countercyclical nature of capital inflows from industrial countries. Moreover, current trends in per capita income growth in the ASEAN countries suggested that—like Japan and, more recently, the Republic of Korea—the ASEAN countries were making rapid progress in converging toward industrial country living standards.
Mar’ie Muhammad
I would like to express my sincere gratitude to the IMF for sponsoring this conference on the major macroeconomic issues facing the ASEAN countries. Equally, my appreciation is extended to Bank Indonesia, whose strenuous efforts have been crucial to the success of the conference.
This gathering of distinguished policymakers, economists, and scholars from the ASEAN region, other countries, and the IMF is timely indeed. It confirms our growing commitment in the region to an open sharing of ideas, information, and policy experience in the macroeconomic area.
There is no doubt that maintaining the region’s economic success in the face of the emerging global environment requires that we guard against complacency and remain alert to new opportunities and challenges. Despite the solid record of the region’s achievements, there are clear challenges. For example, some of the region’s economies need to address high levels of external debt, both private and public, accumulated through persistent current account deficits.
The rationale for this concern is obvious. Evidence from other parts of the world—from some Latin American, Asian, and European economies—demonstrates clearly the adverse implications of inconsistent macroeconomic policies for sustained economic growth. Their experience is testimony to the ill effects of distorted policy settings, such as currency overvaluation, large external deficits, reliance on short-term capital inflows, and a fragile financial sector. In this context, I would especially like to highlight that a key factor behind some unfortunate episodes of economic instability was excessive reliance on a nominal exchange rate anchor. While such a policy was motivated by the desire to reduce inflation, the associated excessive real appreciation of the currency hurt growth and resulted in a high current account deficit. I refer to this experience to make the more general point that macroeconomic policies need to remain prudent and consistent and that policymakers must be constantly alert to challenges and risks.
In concluding, let me reiterate that sustainable economic growth with social development is the overriding objective of the region’s economies, as they strive to increase further their rising share of world output. Among the many imperatives to meet this goal, and to build more resilient and vibrant economies in the region, let me mention three. First, there is an urgent need for greater economic cooperation, and I call for a wider economic forum that would enable finance ministers and central bank governors to better share views, exchange experiences, and build a consensus in certain key economic areas. Second, we need to recognize the growing importance of the private sector in the money and capital markets and to include their key financial representatives in such a dialogue. Finally, such an enhanced dialogue underscores the need for a wider sharing of economic information. In this context, I applaud the IMF for its initiative in launching the Special Data Dissemination Standard. It has the potential to function as an early warning system and facilitate decision making in the private sector, in particular by investors and other market participants. We in the region fully support this program and will endeavor to make it a success.
Michel Camdessus
As Managing Director of the IMF, I frequently have the opportunity to discuss the challenges of economic management with your counterparts in other IMF member countries. I do not think I will be divulging any confidences if I tell you that these discussions often center on how their countries can attain the economic results that the member countries of the Association of South East Asian Nations (ASEAN) are already achieving—that is, high and sustainable rates of growth and, equally important, the kind of “high-quality” growth that also fosters human development, promotes equity, safeguards the environment, and allows an enhancement of the cultural values of your countries.
And, of course, you already know my answers when I am asked about the secret of your success, I point to the policies that your countries have pursued. In particular, I emphasize the role that prudent fiscal policy has played in bringing about macroeconomic stability. Singapore, of course, has been running large fiscal surpluses for many years. But Thailand has also been in budgetary surplus for some time, and most countries in the region, including—strikingly—the Philippines and Vietnam, have been moving in this direction.
I also point to your high domestic saving rates, your success in attracting foreign saving, and your efforts to ensure that your countries’ current account deficits are driven by export-oriented investment rather than consumption and by the private sector rather than government spending. And these deficits are financed to a large extent by long-term capital in flows. An additional factor has been that your governments have generally been quick to adjust their policy course in response to economic shocks—notably by accelerating the implementation of the basic outward-oriented and market-friendly strategy—as Indonesia and Malaysia have done in diversifying their economies away from declining energy sectors.
And the last, but not the least, ingredient to the cocktail is your long-term emphasis on infrastructure investment and antipoverty programs, which has unlocked a powerful virtuous circle of productivity, growth, and social spending, thereby helping to reduce poverty and ensure the political sustainability of the reform process.
I hope that all of you accept this very sketchy analysis of your recent success story. Anyway, I do not intend to repeat the story here today—if for no other reason than that so many of you who have made history this way could tell the story far better than I. Rather, I would like to turn to a new chapter of the story—namely, the challenges facing ASEAN countries in today’s global economy and how, in this new context, your countries can best preserve and build upon their economic success. Then, I would like to discuss what this success means for your countries’ role in the global economy.
Clearly, a major challenge facing your countries concerns the globalization of the international financial markets. Indeed, Asian countries are well acquainted with the phenomenon, having attracted the largest share of private capital flows to developing countries of any region in the world. Not only have these inflows helped boost investment and growth, but they also bring new challenges and risks to countries’ economic and financial stability. In this connection, I see two issues facing your countries that demand particular attention: first, the sustainability of large current account deficits; and, second, the soundness of domestic financial systems. These are the two financial problems you can and must overcome. Let me say a few words about each.
First, on the issue of current account sustainability, large net private capital inflows have tended to raise aggregate expenditures, increase inflationary pressures, and widen current account deficits in all major recipient countries. Yet, part of these inflows—especially those of a short-term nature—can be suddenly reversed, because of either changes in market sentiment about the recipient country, contagion effects, or changing financial market conditions in other countries. Countries in such situations must thus pay particular attention to the sustainability of their external position.
Second, globalization has clearly put new strains on domestic financial systems, especially banks. In particular, large capital inflows often lead to a rapid expansion of domestic credit, which can, in turn, set the stage for problems in the financial sector, especially if prudential supervision and capital adequacy requirements are inadequate. Globalization has also quickened the pace of financial innovation, and difficulties can arise when the pace of this innovation outstrips countries’ regulatory and supervisory capacity to ensure that the new forms of risk are being managed prudently. Financial sector problems cannot be prevented by prudential policy alone; they also require appropriate monetary and fiscal policy action, as well as steps to increase the transparency of institutions’ operations and financial condition. It is important to take appropriate action promptly before the situation deteriorates to the point where policymakers are reluctant to tighten policies for fear of intensifying banking sector problems. Otherwise, delays in policy action can lead to a loss of market confidence in domestic economic policy, which can, in turn, trigger capital outflows and put further pressure on weak banks.
Although ASEAN countries have been performing well, they have not been immune to the complications of large capital inflows. In some countries, strong domestic demand has raised external current account deficits and put pressure on private sector credit and domestic prices. These strains have also been felt, to varying degrees, in labor markets—especially for skilled labor—and in real estate markets. More recently, policymakers have also had to contend with some adverse developments—most notably, the recent slowdown in exports that has affected many countries in the region.
Financial systems have inevitably come under pressure, too. In many countries, increased capital inflows and domestic demand have stimulated excessive lending for consumption and real estate. At the same time, the risks in the region’s financial markets have also increased owing to, among other factors, the many new incentives and instruments for domestic enterprises to borrow in foreign currency.
Fortunately, policymakers in the region have been watching these risks closely and have already taken a number of steps to reduce macroeconomic imbalances and reduce the risks of overheating. As a result, growth and inflation rates have begun to moderate in several countries where overheating has been a concern, including Thailand, Malaysia, and Indonesia, At the same time, inflation in the Philippines has fallen significantly below the double-digit threshold reached last year. However—in part because of the slowdown in exports—current account adjustment must remain on the agenda in all of the countries, as must the strengthening of domestic financial sectors.
Against this background, how can these risks best be reduced and the region’s exemplary performance sustained? One does not need to look far for the ingredients of such a strategy. Your own record of policy prudence and adaptability is an excellent starting point. To build on this, however, I would dare to suggest four additional elements of a strategy that would help safeguard external and financial stability over the medium term. They are, first, reducing countries’ reliance on foreign saving; second, helping to ensure that private capital inflows take the form of long-term investment; third, strengthening domestic banking systems; and, fourth, ensuring an appropriate role for the state.
First, a strategy of reducing external vulnerability implies reducing current account deficits and increasing domestic saving rates. There is a kind of paradox in making such a point in the context where many ASEAN countries already have private saving rates that are among the highest in the world. But many of you have told me that there is scope in most countries to do even better. While policies must remain focused to achieve this goal over the longer term, reducing reliance on foreign saving—at least in the near term—requires strengthening public saving. Such an approach would have many benefits. It would help address the challenge posed by capital inflows, reduce the burden on monetary policy, and tend to reduce interest rates, all of which would help safeguard macroeconomic stability.
I do not underestimate the magnitude of the task involved, or the time it takes to design and implement fiscal reforms. I also realize that there are already pressures to increase spending in critical areas, such as education, health, and infrastructure. Yet, I do believe there is room for most countries in this region to adopt an even more ambitious approach to fiscal consolidation. How can this be done? Certainly, the task will not be easy, and indeed, the appropriate mix of revenue and expenditure measures will vary from country to country. However, there is always scope for reducing costly investment incentives and unproductive outlays.
Let me mention here military expenditure because this is a domain where, quite unexpectedly, your countries have recently been less successful than others. While worldwide military spending relative to GDP declined between 1991 and 1994, military spending in Asian developing countries (including South Asia) has remained about the same or has increased, despite rapid GDP growth in most of these countries. Also, in most countries, there is room to raise revenues through steps to improve tax administration and other measures. Beyond this, the impressive progress that countries in this region have made in strengthening the financial position of the central government could now be extended to increasing efficiency and reducing imbalances in other parts of the public sector, such as regional governments and public enterprises. It would also be useful to consolidate quasi-fiscal activities and extrabudgetary operations within the central government budget, so that policymakers can formulate fiscal policy on the basis of a more comprehensive and more transparent public sector position.
Second, because the greatest threat of instability is posed by more volatile short-term inflows, macroeconomic and structural policies should be geared to encouraging foreign direct investment and other long-term investment flows. Certainly, the most important policies in this regard are the same policies that encourage domestic investment—namely, a stable macroeconomic environment and continued structural reform, including further trade liberalization and, with it, the outward orientation of the economy The adoption of prudential requirements vis-à-vis short-term inflows has also played a useful role. However, in our experience, direct quantitative controls on capital inflows rarely work for any sustained period; moreover, they run counter to the thrust of external liberalization that has been a hallmark of your success. I would add that fiscal consolidation can also play a role in discouraging speculative inflows by providing greater scope for short-term flexibility in exchange rate policy. Indonesia, for example, has moved in this direction.
The third element of the strategy should be to take every opportunity to strengthen banking systems. Considerable progress has already been made, with the overall thrust being, commendably, to increase capital adequacy requirements, improve transparency and information disclosure, and further develop risk management and robust payments systems. But important additional measures need to be taken. These range from the specific need to put in place regulations for adequate loan loss provisioning and avoidance of undue loan concentration, to the general need to design comprehensive reform strategies to strengthen internal bank governance and foster market discipline, including firm exit rules for troubled institutions. In our globalized markets, following through with these reforms and dealing with any emerging problems without delay deserve the highest priority.
This brings me to the fourth element of the strategy to sustain your performance—namely, the role of the state. Although fiscal consolidation should be carried out in a way that reduces the size of the public sector, your governments—indeed, all governments—still have an essential role to play in maintaining an environment conducive to high-quality growth. Moreover, today’s increased competition for private capital inflows and the need for greater policy vigilance to ensure the sustainability of these inflows call more than ever for domestic institutions that can formulate and implement effective economic and financial policies, make efficient use of domestic resources, and fulfill government functions in such a way that gives investors confidence to invest. This is indeed an endless task. There are always additional steps that governments must take if they are to approach in any way excellence in governance. Among such steps, I would include reducing the regulations and restrictions that foster rent-seeking activities, ensuring that fiscal and central bank accounts and budgetary procedures and controls are transparent, protecting property and contract rights, and guaranteeing the professionalism and independence of the judiciary. Nor should we forget the more traditional items on our agenda, including, to name just a few, challenges such as reducing trade barriers and deregulating the economy while maintaining public consensus; strengthening the region’s infrastructure while safeguarding natural resources and the environment; fighting corruption; streamlining the civil service while guaranteeing its professionalism; and developing a culture of transparency and openness.
Governments also have an important role to play in promoting human development. To sustain high rates of economic growth, your countries will need to maintain high rates of productivity growth and increase participation rates. Policies that give center stage to human resource development will not only help achieve this objective, but will also enhance equity and, hence, the sustainability of the growth process. The region has already led the developing world in emphasizing the importance of investing in education and health, which has produced visible payoffs for sustained, high-quality growth. Maintaining the region’s edge in skill intensity and, thereby, in the competitiveness of the manufacturing sector now means putting increasing emphasis on the acquisition of higher skills through secondary education and vocational training, especially female education and training. It has become a truism, more than ever, that economic efficiency and social equity and progress go hand in hand.
I have considerable confidence that ASEAN countries will take the steps necessary to meet the challenges of the globalized economy and, in so doing, will consolidate and enhance the economic success they have achieved to date. And this prospect raises the question of what role your countries will play in the new environment, what kind of a new partnership, including with the IMF, there will be.
There can be no doubt that ASEAN’s role in the global economy will become increasingly important. On current trends, by the end of this century, ASEAN will have more than doubled its share of world output and income since 1975 to reach almost 6 percent; this will give ASEAN an economic weight about halfway between those of Germany and Japan. Over the same period, ASEAN’s share of world trade will have increased three and a half times to about 8 percent, a share corresponding to Japan’s today. Moreover, ASEAN’s share of total foreign investment received by developing countries is estimated to average about 25 percent during the 1990s, compared with just a trickle in the early 1970s. And per capita GDP in purchasing power parity terms will have increased from less than $1,000 to almost $10,000 in just one generation. This is truly an enormous achievement. At the same time, the dynamism of the region’s economy has been an important factor in sustaining the growth of the world economy. Thus, it is no exaggeration to say that economic developments in the region are now, and have been for some time, of global significance.
What does all of this imply about ASEAN’s role in the IMF? Certainly, your role is changing and, indeed, must change to reflect new economic realities. Although two ASEAN countries have programs with the Fund, and the Fund still provides technical assistance and training in the region, it has been some time since Indonesia, Malaysia, and Thailand have made use of Fund resources. In fact, rather than being users of Fund resources, these three, plus Singapore, currently participate in financing the Fund’s operations through their participation in the operational budget.
Your countries are also supporting the Fund in other ways. Several ASEAN countries are participating in the New Arrangements to Borrow, which will double the credit lines available to the Fund for use in the event of a systemic crisis. At the same time, your countries have actively supported the establishment of a self-sustained and permanent Enhanced Structural Adjustment Facility (ESAF), which will enable the Fund to continue supporting stabilization and reform in our poorer members, including Vietnam. The ESAF will also provide the vehicle for the Fund’s contribution—with the World Bank and other creditors—to reducing the debt burden of the most heavily indebted poor countries. I would like to mention, by the way, the important contribution that Indonesia has made through its leadership of the nonaligned movement in drawing attention to the debt issue. Most of your countries, which played a decisive role a few years ago in allowing the ESAF to be replenished, have already indicated that they will contribute to the permanent ESAF, and I am hopeful that others will join them.
In the coming months, the priority will be to reach agreement on a substantial increase in Fund quotas. With relatively strong demand for Fund resources, the Fund’s liquidity ratio is currently on a relatively sharp downward trend, and, by the end of 1997, it is projected to decline to below the traditionally critical threshold of 70 percent. This would be the Fund’s lowest liquidity ratio since late 1983, just before the Eighth General Review of Quotas came into effect. This makes it a matter of urgency, particularly at a time of increased uncertainty in the global economy, to finalize the negotiation on a substantial quota increase with no further delay. Moreover, the current quota review provides an opportunity to reflect in members’ quotas the changes in the world economy that have taken place since the last increase in quotas was agreed upon, and we will be working hard to see that these discussions come to a positive conclusion as soon as possible.
So far, I have talked about ASEAN’s financial stake in the Fund, and I must say that I have been very gratified by your countries’ growing role in this domain. But I believe your role goes beyond the financial. As I mentioned earlier, many IMF members are looking to ASEAN members and other Southeast Asian countries as models for their own stabilization and reform efforts. Your experience has important lessons not only for your immediate neighbors, but for others as well, such as China, South Asia, and Africa. I encourage you, therefore, to speak out more forcefully about the benefits of reform and conditions for success. In this way, you can make an important contribution to the international consensus in favor of prudent economic and financial policies. And just as other countries are benefiting from the economic success of ASEAN, so, too, will your countries—and indeed, the global economy as a whole—benefit from stronger economic policies and performance in the rest of the world. Moreover, by exercising their growing international influence, especially within the IMF, ASEAN countries can achieve the stronger voice in international monetary affairs that they rightfully seek and that the world needs to hear in this time of widespread anxiety about the future.
And just as I hope that ASEAN countries will continue to support the international system, so, too, do I want to assure you that the IMF will support your countries. Certainly, I welcome the growing regional cooperation in Asia, and the mutual support that countries in the region stand ready to give one another. This is another remarkable example for others, indeed. Still, I want you to know that the Fund is fully committed to supporting Asia whenever the need may arise in this still dangerous world where brutal, destabilizing forces can emerge overnight.
In conclusion, let me reiterate that the strong, high-quality growth achieved by ASEAN countries is an inspiration to many other countries around the world. The world needs you to continue opening new avenues toward balanced and sustainable development. The IMF has been proud to accompany your initial success; it will be proud to initiate with you this new partnership.
Jonathan D. Ostry
Since the beginning of the 1990s, current account imbalances in a number of the countries of the Association of South East Asian Nations (ASEAN) have widened considerably, generating concern in some quarters that policy measures may be required if costly and destabilizing shifts in market sentiment are to be avoided.1 This case has been made with respect to both Malaysia and Thailand, whose deficits widened to over 8 percent of GNP in 1995. In Indonesia, the external deficit, at about 4 percent of GDP in 1995, is significantly smaller than in Malaysia or Thailand. Concerns have nevertheless been raised relating to the impact of the widening deficit on the country’s external debt and debt service levels, which are significantly higher than elsewhere in the region (Table 1).2 It is important to note that concern about the current account deficit in these countries comes alongside a more general awareness that several years of very rapid growth have absorbed whatever initial slack existed in domestic markets and that overheating may now have become a problem. Left unchecked, large external deficits combined with generalized overheating could increase vulnerability to external shocks and to policy reversals in the future.
Table 1. Key Indicators for Selected Countries
(Average of 1991-95; in percent of GDP, unless otherwise indicated)
Source: International Monetary Fund, World Economic Outlook, various issues.
1 Central government, excluding privatization receipts.
How can one judge whether these countries’ current account positions are a problem? Prima facie, of course, the fact that market participants may view them as such suggests that policymakers cannot afford to ignore them. However, beyond the market’s view, what can economists say about the desirability of running large current account deficits (say, over 4 or 5 percent of GDP) or, for that matter, large surpluses (Singapore’s current account was in surplus to the tune of nearly one-fifth of GDP in 1995)?
The current account represents the rate at which a country accumulates or decumulates foreign assets, so that one approach to judging whether an external balance of a given size is a problem is to see whether it is consistent with the assumption that all external debts will ultimately be repaid. This is the notion of intertemporal solvency. Intertemporal solvency, however, is a relatively weak criterion as far as giving warning of an emerging problem. Since solvency requires only that large trade deficits today be offset by equally (in present value terms) large trade surpluses in some future period, a country can remain technically solvent even while running large external deficits as long as policies are adjusted as needed in the (possibly distant) future to bring about the required surpluses that enable debts to be repaid. Technically, intertemporal solvency imposes too few restrictions on the evolution of the current account and external debt over the medium term to be of much operational value in signaling when a country’s external position warrants attention from policymakers.
Another, related, criterion is sustainability of a given path of external deficits. Sustainability adds on to the notion of solvency the idea that policies remain constant for the indefinite future. Thus, an external position is not sustainable if, under the assumption that policies do not change, the country violates its intertemporal solvency constraint. The problem with the sustainability concept is that what matters for the current account are people’s expectations of future policies rather than the policies themselves.3 These expectations are notoriously difficult to observe and measure, which makes the sustainability concept difficult to apply operationally.
In this paper, an alternative indicator of whether current account deficits are a problem is proposed, based on a model of optimal borrowing and lending. The model incorporates the requirement that the country remain intertemporally solvent, and the econometric procedure used to estimate it allows one to measure private expectations about future income growth, investment, and fiscal policy, which underlie decisions of how much to save or consume in a given period. By capturing these expectations, the model is able to generate an actual time series of the optimal consumption-smoothing current account, conditional on expected future values of all the exogenous and policy variables that private agents use in formulating their plans. This time series of the optimal current account balance can serve as a benchmark against which to judge the evolution of the actual current account. If the latter deficit exceeds the optimal deficit generated by the model, this provides some indication of “overborrowing” and hence (if a current account position that may in fact be a problem.
Because the benchmark series is based on a model of optimal external borrowing, it is sometimes referred to below as the “optimal” current account balance to distinguish it from the weaker notions of intertemporal solvency and sustainability discussed above. When the actual deficit exceeds the optimal level, it is said to be “excessive.” Since the main element of behavior being modeled here is private consumption and saving, a situation of excessive deficit effectively amounts to excessive external borrowing for private consumption purposes. Of course, excessive private consumption (to be interpreted as consumption above the level consistent with utility maximization subject to lifetime resources or permanent income) need not be the only reason to be concerned about the current account. Other relevant factors would include the position of the public sector—that is, the degree to which its balance reflects an unsustainable fiscal policy—and the allocation of investment—that is, the extent to which investments are being committed to projects that maximize the economy’s net productive wealth. Both factors—fiscal policy and the allocation of investment—are background data for the purposes of the formal model described below; that is, they are part of the set of “forcing” variables that influence private consumption and saving decisions. As such, they constitute independent reasons, distinct from judgments relating to the consumption and saving decision, that influence one’s view about the optimality of a given path of external deficits.
Even if the allocation of investment and the public and private saving positions are all sound, so that ex ante the external balance appears optimal, unforeseen shocks—such as a change in investor sentiment, terms of trade deterioration, a slowdown in the rest of the world, or even “contagion effects” from other countries—may nevertheless prove the deficit to have been unsustainable ex post, A broader concept of optimality would therefore take account not only of the paths of consumption, investment, and fiscal policy based on expectations about the future course of the exogenous variables, but also of the vulnerability of the current account to unexpected events. Policymakers may well seek to reduce a deficit that appears on first observation to be optimal if there are significant risks that policies will have to be adjusted sharply in the event of unfavorable shocks or changes in market sentiment. The factors that bear on an assessment of risks would include both structural and macroeconomic characteristics of the economy, such as the level of savings and investment, the openness to international trade, the level and composition of economic growth, the level and composition of external liabilities, the structure and health of the financial system, the flexibility of financial and exchange rate policies, the degree of over- or undervaluation of the currency, and the level of foreign exchange reserves.
This paper, then, proceeds in two stages. In the first section, a model of optimal external borrowing and lending is laid out theoretically, while in the following section, the main empirical results from applying the model to data for five ASEAN countries—Indonesia, Malaysia, Philippines, Singapore, and Thailand—are presented and discussed. The discussion covers both the direct implications of the analytical framework in terms of identifying episodes of excessive private consumption and, more briefly, the other elements of optimality, including the allocation of investment and the soundness of fiscal policy. The penultimate section discusses a number of indicators that bear upon the vulnerability of the current account to shocks.
The main building block of the consumption-smoothing approach to current account determination is the permanent-income theory of consumption and saving. In a small open economy with access to international capital markets, the model implies that temporary shocks—which by definition have larger effects on current resources than on lifetime resources—should cause larger fluctuations in national saving and the current account than permanent shocks. The underlying shocks here could be productivity disturbances, changes in government spending, or fluctuations in investment.
Although the model focuses primarily on the response of consumption and saving to shocks, it is fully consistent with investment being optimally chosen to maximize the net productive wealth of the economy given the world interest rate and the investment technology. The model makes use of Fisherian separability, however, which implies that the investment decision may be treated as exogenous to the consumption-saving rule. Finally, the model’s dual assumptions that the government has access to lump-sum taxation to finance its expenditure and that it chooses a spending and taxation path that results in intertemporal solvency mean that budgetary deficits will not matter for private behavior. Of course, government spending shocks will have real effects and are therefore included among the forcing variables in the optimal current account model.
Consider, then, a representative consumer who maximizes the discounted value of utility
subject to a sequence of budget constraints
where β is the discount factor, ct is consumption, bt is the (economy’s) stock of foreign assets, r is the fixed world interest rate, and qt, it and gt are GDP, investment, and government spending, respectively.4
With a view to empirical implementation, it is assumed that the utility function in equation (1) is quadratic. This enables one to obtain a closed-form solution for the consumption function by combining the first-order condition with the budget constraint and the transversality condition—or intertemporal solvency constraint.5 In addition, the quadratic utility function implies certainty equivalence, namely, that in the presence of uncertainty consumption depends only on the expected present value of net income and not on its variability. Specifically, the solution for consumption is simply
where z = q - i - g is referred to below as national cash flow (GDP net of investment and government expenditure). Thus, along the optimal path, consumption is proportional to the present value of national cash flow, rather than cash flow at any instant.6 This is the essence of the consumption-smoothing model.
While consumption is equal to the annuity value of the expected future stream of national cash flow, saving (net of investment) is equal to (minus) the expected present value of future changes in national cash flow:
where Δ is the backward difference operator. Equation (4) summarizes the intertemporal model in a convenient way. Permanent shocks, which have no effect on expected changes in cash flow, leave the current account unaffected. Unfavorable temporary cash-flow shocks—like a drought or an increase in current government spending—cause the expression on the right-hand side of equation (4) to decrease—that is, the current account moves into smaller surplus or greater deficit—and favorable shocks cause the right-hand-side expression to increase. Thus, the current account acts as a buffer to smooth consumption in the presence of temporary disturbances.
The main problem with implementing equation (4) empirically is that the current account is equal to the present value of expected, rather than actual, declines in cash flow, and one typically does not know what information set agents use to form expectations of future cash flow. To get around this problem, the procedure used here adopts Campbell and Schiller’s (1987) insight, which rests on the fact that the current account itself reflects all information about the future course of cash flow.7 Thus, by including the current account in the conditioning information set, it is as if one could actually observe the information set that private agents use in forecasting future cash flow.
To evaluate the expected present value term on the right-hand side of equation (4), a bivariate vector autorcgrcssion (VAR) in the first difference of cash flow and the current account is estimated:
which may be written more compactly as
From equation (6), the k-step-ahead expectation is simply
and the expression for the optimal current account given by the right-hand side of equation (4) is therefore given by
where Γ is a two-element row vector of (nonlinear functions of the) VAR parameters. The above expression for the optimal current account (in terms of estimated VAR parameters and observable data) can be compared with the actual data on the current account to determine whether the deficits or surpluses have been excessive in a given period.
To implement the VAR, all data must be stationary. Since cash flow enters the VAR in first differences, the main issue concerns the current account. By construction, the consumption-smoothing current account given by equation (4) is a discounted sum of cash flow in first differences and is therefore stationary. However, as alluded to previously, the current account may also contain a consumption-tilting component if the rate of interest differs from the rate of time preference. Because this consumption-tilting component is nonstationary (effectively, it introduces a trend into the current account), it is purged from the actual data on the current account prior to VAR estimation.8
The empirical analysis focuses on five ASEAN countries: Indonesia, Malaysia, Philippines, Singapore, and Thailand.9 To implement the model, national accounts data on GNP, GDP, private consumption, investment, and government consumption are required. For all countries, the data source is the IMF’s International Financial Statistics, updated as needed over the last several years to reflect data revisions. In all cases, the nominal national accounts data are deflated by the implicit GDP price deflator in order to obtain all real magnitudes on a consistent basis. In all cases, the data begin between 1960 and 1970 and end in 1995.
The first order of business is to determine whether the simple consumption-smoothing model generates an optimal current account series that tracks actual current account developments in the sample of countries reasonably well. The parameter estimates from the VAR given in equation (5) and the transformation function given in equation (8) are used to produce the actual time series of the expected present value of future declines in cash flow, that is, the optimal consumption-smoothing current account. As equation (8) makes clear, the latter depends only on observable data and nonlinear transformations of the estimated VAR parameters.
It is important to note that the expression in equation (8) is not a regression; one is not estimating the optimal current account using data on the actual current account and the first difference of national cash flow. Rather, the formula for the optimal current account depends on the estimated weights (determined in the VAR estimation) on cash flow and the current account (Γ in equation (8)). In some cases, the weight on cash flow will be significantly different from zero, while that on the current account will be significantly different from unity, in which cases the model will perform badly.10
There are a number of different ways of gauging the model’s performance, Perhaps the simplest is to see how correlated are the actual and optimal current account series generated by the model. The first column of Table 2 provides this information. As can be seen, the correlations are generally high, above 90 percent in four of the five cases. The high degree of correlation between the two series is also evident from the top panels of Figures 1-5, which plot the actual and optimal current account series. The optimal (dashed) line tracks the actual line very well, including at turning points.
Table 2. The Consumption-Smoothing Model: Statistical Results
Source: Staff calculations based on IMF data.
1 Reject (accept) means that the Wald test statistic for the null hypothesis that Γ = [0 1] (or ca = ca*), which is distributed as X2(2) (under the null), exceeds (does not exceed) the critical value of the X2(2) distribution at the 5 percent level.
Figure 1. Indonesia: Actual and Optimal Current Account
(In percent of GDP)
Source: IMF, International Financial Statistics (various issues)
Note: National accounts definition: all data deflated by the implicit GDP deflator. See text for an explanation of the derivation of the optimal current account balance.
Figure 2. Malaysia: Actual and Optimal Current Account
(In percent of GDP)
Source: IMF, International Financial Statistics (various issues)
Note: National accounts definition: all data deflated by the implicit GDP deflator. See text for an explanation of the derivation of the optimal current account balance.
Figure 3. Philippines: Actual and Optimal Current Account
(In percent of GDP)
Source: IMF, International Financial Statistics (various issues).
Note: National accounts definition: all data deflated by the implicit GDP deflator. See text for an explanation of the derivation of the optimal current account balance.
Figure 4. Singapore Actual and Optimal Current Account
(In percent of GDP)
Source: IMF, International Financial Statistics (various issues).
Note: National accounts definition: all data deflated by the implicit GDP deflator. See text for an explanation of the derivation of the optimal current account balance.
Figure 5. Thailand: Actual and Optimal Current Account
(In percent of GDP)
Source: IMF, International Financial Statistics (various issues).
Note: National accounts definition: all data deflated by the implicit GDP deflator. See text for an explanation of the derivation of the optimal current account balance.
A more formal test rests on the stringent time-series properties of the model. According to equation (8), the actual current account series will be identical to the optimal series if the first element of the Γ vector (the coefficient on the first difference of cash flow) is zero and the second element of the Γ vector is unity. Thus, the null hypothesis that the two series are the same can be tested once the VAR parameters, their nonlinear functions (Γ), and the standard errors of Γ have been estimated. The second column of Table 1 provides the results of the Wald test of the model (i.e., the Wald test for the hypothesis that actual and optimal current account series are identical or, equivalently, that Γ = [0 1]). As can be seen, in three of the five cases, the null hypothesis that the two time series are identical is not rejected statistically. Nevertheless, even for Singapore and Thailand, where the model is rejected statistically, the elements of the Γ vector are close to their theoretical values and the actual and optimal series are highly correlated, as is apparent from the figures. For this reason, it is argued that the model offers potentially useful insights into the recent behavior of the current account in these countries as well, even though the stringent time-series properties of the model are rejected in these two cases.
How should these results be interpreted? On the whole, the model appears to work well: there is a high degree of correlation between the predicted and actual current account series, and in three of the five cases, the most stringent implication of the model—that the two series are the same—cannot be rejected statistically.11 Expectations of future income growth appear to be a significant determinant, economically and statistically, of current account behavior in the sample of countries.
There are at least two questions concerning the interpretation of the results. First, how does one interpret the finding that optimal and actual current account positions are, in most cases, so highly correlated? Second, what is the interpretation of deviations between the two time series? With respect to the first question, recall that the consumption-smoothing model predicts that a country’s current account deficit should rise whenever the private sector receives information that causes it to revise upward its expectations of the growth rate of national cash flow. Such revisions could be related to favorable news about productivity growth, an investment boom, or fiscal consolidation, for example.
It is indeed noteworthy that a number of ASEAN countries (e.g., Malaysia, Philippines, and Thailand) that undertook significant macroeconomic stabilization and structural reforms in the 1980s subsequently experienced sizable deteriorations in their external current account positions in the late 1980s and early 1990s. From the point of view of the model, this deterioration in the actual external position is well captured by the improvement in expected national cash flow (the “optimal” line in the charts). In these cases, all three factors—productivity improvements, sizable increases in investment, and fiscal consolidation—may have contributed to the change in the private sector’s expectations.12 In particular, the sharp increase in investment, financed by increased domestic saving as well as, to a significant degree, by a surge in net capital inflows from abroad, is certainly consistent with the sharp deterioration in both optimal and actual current account positions in a number of ASEAN countries in the early 1990s.13
With regard to the question of how one interprets deviations between the optimal and actual current account positions, the first point to be made is that such deviations are not an indictment of the underlying consumption-smoothing approach, since no model is expected to fit perfectly. Moreover, as has already been seen, in three of the five countries in the sample, the deviations are not jointly statistically significant. What, then, can one say about the deviations? Whether or not the model is rejected statistically, the deviations may have an interesting economic interpretation. Because the model is effectively capturing optimal consumption and saving behavior, given expectations about, among other factors, government expenditure and investment, deviations between the actual and optimal current account can be interpreted as excessive borrowing for consumption relative to what would be predicted by the permanent-income hypothesis. Although this is only one indicator that may be used to judge whether an overall current account position is problematic (some others are discussed below), it is an important one. Excessive private sector borrowing for consumption purposes has been argued to have been one factor underlying the large current account deficits of a number of Latin American countries in the wake of the Mexican crisis.14
What do the results reveal about the degree to which excessive private consumption is behind widening external imbalances in ASEAN countries? First, it bears noting that in Singapore the issue is not one of large current account deficits, but rather of large surpluses, which in 1995 amounted to about 20 percent of GDP. While Singapore was running substantial current account deficits in the 1970s and early 1980s, reflecting the very strong growth in investment as industrialization was gaining momentum, the increase in domestic saving eventually overwhelmed the investment rise, leading to large external surpluses in the 1990s. In the late 1980s, moreover, there is some evidence that saving levels went beyond what was required to support full consumption smoothing. This should be qualified, however, to the degree that special factors not captured by the simple representative agent model assumed here, notably demographics, would help to justify saving levels over and above those predicted by the consumption-smoothing hypothesis.15
Apart from Singapore, the remaining countries in the sample have been running current account deficits in recent years. Do these deficits have an element of excessive consumption? For the Philippines, the answer is negative, as the actual and optimal current account deficits are extremely close to one another, as seen in Figure 3 and the statistical results reported in Table 1.16 Turning to Thailand, where the model does not fit very well, it is clear that, in recent years, the actual current account deficit has been smaller than the deficit predicted by the consumption-smoothing model. This difference, which has been substantial since 1991 (see Figure 5), reflects excessive private saving rather than excessive consumption.17 To interpret this finding, it bears recalling that the appropriate response to an investment boom, according to the model, is a decline in private saving as consumers borrow against the future income that current investments are expected to yield. The deterioration in Thailand’s current account position in the early 1990s was largely due to an increase in investment spending (imports of capital goods rose sharply), which was partially offset by an increase in domestic saving. The resulting current account deficit is assessed by the model to have been smaller than warranted on the basis of consumption-smoothing considerations alone.18
The picture is different in Malaysia, where there is some evidence of excessive private consumption in the most recent period. In 1995, for example, Malaysia appears to have been running a current account deficit that was about 1 percent of GDP larger than warranted on the basis of consumption-smoothing considerations. In Indonesia, excessive consumer borrowing, which is estimated to have amounted to about ½ of 1 percent of GDP at various times in the late 1980s and early 1990s, reemerged again toward the end of the sample period. Thus, according to the model, the current account deficit, about 4 percent of GDP in 1995,19 is nearly ½ of 1 percent of GDP larger than justified by consumption-smoothing considerations, according to the model. In addition, qualitative evidence suggests that consumption and property-related investment have played a relatively large part in recent domestic demand growth.
What, then, can we conclude about the optimality and sustainability of current account deficits in ASEAN countries? First, on the whole there is little evidence that excessive private consumption underlies external deficits in any of the countries in the sample, except, to a small degree, in Indonesia and Malaysia. The deficits in Indonesia, Malaysia, and Thailand, moreover, reflect mainly high private investment that has overwhelmed a strong private saving performance, rather than weak domestic savings. The experience of some other countries in the region suggests that the resulting external deficits would narrow over the medium term, as the relatively high rates of return on public and private investment moderate alongside capital deepening and improvements in infrastructure and as the initial impact of financial liberalization on lifetime consumption and saving patterns (which may be spread out over a number of years) dissipates, leading to a rebound in household saving rates. Such a scenario, in fact, seems to broadly match the experience of countries in the region that industrialized relatively early. In Singapore, for example, investment rose sharply in the initial stages of industrialization (as it is currently doing in Malaysia and Thailand), but then reached a plateau. Savings, on the other hand, rose gradually at first, during which time Singapore experienced large external deficits. Over time, however, the saving rate rose enough to close the investment-savings gap, eventually producing the relatively large external surpluses that Singapore has had for the past few years. This being said, however, to the degree that investment savings gaps are likely to remain large over the next two to three years (as is currently projected for several countries in the sample), it may be prudent for policymakers to seek to raise the level of domestic saving in the economy, at least temporarily.20 Not to do so might give rise to misinterpretation on the part of markets and to possible destabilizing capital flows.
Judgments about sustainability will also be affected by the fiscal policies underlying external deficits. In this regard, fiscal balances in all the countries in the sample are either near balance or in surplus: the external deficits do not, therefore, appear to be the result of an unsustainable fiscal policy. Two potential exceptions are the Philippines and Indonesia. In the former, the relatively low national saving rate stems mainly from weaknesses in the fiscal position, which in turn reflects the large stock of government debt (70 percent of GDP in 1994). Fiscal consolidation is therefore an important medium-term objective in the Philippines, the achievement of which would enhance external sustainability while reducing constraints on the financing of investment and medium-term growth (see Chapter 6 in this volume). In Indonesia, which also has a relatively high debt ratio, fiscal consolidation should also be viewed as a worthwhile medium-term objective (see Chapter 5 in this volume).
In many countries in the sample, there is a medium-term target of broad balance in the public sector’s accounts. Movements in public sector balances may be expected to have an impact on the external current account, provided Ricardian equivalence does not hold. Countries with large fiscal and external surpluses (e.g., Singapore) may see their external surpluses decline substantially if plans to cut taxes while maintaining the level of public expenditures are realized. In this regard, there is some evidence that the extent to which Ricardian equivalence holds depends upon the level of public debt, with relatively high levels of debt tending to favor full offset of changes in public saving. An implication might be that, for a country such as the Philippines, fiscal consolidation would be likely to generate smaller improvements in the external current account than in some other countries in the sample, where public debt levels are lower. In such countries, fiscal consolidation would be a relatively effective tool for reducing external imbalances.
In addition to the level of savings and investment, the allocation of investment is also clearly important for assessing current account sustainability. For example, low export growth could signal that investment is inward looking, not generating foreign exchange, and, possibly, not efficient. In this regard, the strong performance of exports in all three countries suggests that investments are generally being channeled efficiently, although the shift in the composition of investment to infrastructure suggests that the payoff period may increase and that the export intensity of investment may decline over the next several years. More generally, however, the allocation and level of investment are likely to have improved as a result of the elimination of exchange rate overvaluation in the early to mid-1980s.21 In addition, the countries under consideration here have relatively open trading systems, which will help ensure that the allocation of private investment is made largely according to “undistorted” world prices. The relative openness of these economies, together with the relatively liberal trade and investment regimes in place, suggests that the allocation of investment is likely to be efficient.
While the evidence—both the predictions of the consumption-smoothing model and the qualitative indicators discussed above—in favor of sustainability is therefore relatively strong, judgments about the appropriate policy response will also depend on the risks associated with widening external deficits in the event of unfavorable shocks. The next section discusses some of the main factors that affect these risks and how they apply to the countries in the sample.
In the previous section, a simple model of optimal borrowing and lending based on permanent-income theory and intertemporal solvency was used to evaluate recent current account behavior in five ASEAN countries. The empirical results suggested that most of the deterioration in the current account positions of a number of ASEAN countries could not be attributed to excessive (relative to the benchmark provided by the consumption-smoothing model) private borrowing for consumption. By way of comparison, Ghosh and Ostry (1995a) looked at recent current account behavior in some Latin American countries and found that the element of excessive consumption (again, based on the consumption-smoothing model) was much more pronounced in Mexico and some neighboring countries in the early 1990s than it was in the sample of the ASEAN countries considered in the previous section.
Apart from optimality and sustainability, what factors can help assess the risks associated with running large external deficits? One important factor relates to the level and composition of external liabilities. A large external debt ratio implies a correspondingly large steady-state net resource transfer (trade surplus) to ensure that the intertemporal solvency constraint is met. In extreme cases, the implied resource transfer may be viewed as simply too large, increasing the risk of default and raising the probability of a reversal of capital inflows. The composition of external liabilities is also clearly important, however. The risks associated with an external deficit of a given size are likely to depend on the maturity structure and currency composition of external debt, as well as on the split between debt and equity financing, and, within equity financing, between portfolio and direct investment. In principle, equity financing allows asset price adjustments to absorb at least a part of negative shocks, so that a part of the burden is borne by foreign investors. In contrast, in the case of foreign currency debt financing, the country itself bears most of the burden, provided it does not default. The structure of equity and debt liabilities is also an important determinant of vulnerability to shocks. Within equity investment, portfolio investment is more volatile than foreign direct investment. For debt financing, risks are increased by short-term maturities, a bunching of debt redemption, foreign currency denomination, and variable interest rates.
A second factor relates to the level of saving and investment in the economy. A high rate of national saving implies, other things being equal, a high investment rate and hence that more resources are being devoted to enlarging the future productive potential of the economy. High savings and investment act as a form of commitment to higher output in the future, raising the perceived ability to service and reduce external debt. Apart from high investment, a strong rate of total factor productivity growth signals that the investment is being used efficiently and that economic growth will be sustained.22
A third factor relates to openness and trade. Countries that are very open—that is, the share of exports or trade in GDP is large—can service debts more easily, because debt service absorbs a lower fraction of total exports. Thus, the effect of a shock on imports or domestic production is lower, other things being equal, than for low-export countries. The cost of default is also higher for a more open economy—it has more to lose—and the domestic constituency to avoid trade disruptions will be stronger, Against this, however, more open economies may be more vulnerable to external shocks, especially if they have a narrow export base.
A fourth factor relates to the health of the financial system. Directed credit policies, inadequate banking supervision, and poor monitoring of bank portfolios can all raise the risks associated with large external deficits, both by increasing vulnerability to external shocks and by constraining policy flexibility.23 Weaknesses in the banking system—which is the predominant source of financing in most developing countries—are costly not only because of their wider repercussions on the real sector, but also because they may impair the effectiveness of monetary policy. Thus, when macroeconomic stabilization or the need to preserve external confidence calls for monetary policy to be tightened, concern about the effect of higher interest rates and reduced liquidity on banks may delay policy action and thereby exacerbate the risk of a sudden reversal of capital flows, which may precipitate a more serious banking crisis. The effects of banking sector difficulties in developing countries can be particularly pervasive because their financial systems tend to be dominated by banks to a larger extent than in industrial countries.
How do these factors relate to the experience of the ASHAN countries in the sample? Table 1 provides a number of key indicators for selected countries. As can be seen, total external debt as a percentage of exports of goods and services in the ASEAN countries is highest in Indonesia, followed by the Philippines, Thailand, and Malaysia. The relatively high debt ratio in Indonesia reflects both the level of external liabilities—which is higher than elsewhere in the region—and the small share of exports in the economy; by comparison, Malaysia’s very low debt ratio reflects, in addition to its lower debt level, a high degree of openness.24 The ranking of debt-service ratios is similar.25 By way of comparison, there is a qualitative difference between the ASEAN countries and the Latin American countries shown in Table 1. Despite lower external deficits (except in Mexico’s case), debt and debt-service ratios are much larger in Latin America, reflecting mainly the lower degree of openness of these economies.
Apart from debt levels, the composition of debt also varies widely across the countries in the sample. Within the ASEAN region, short-term debt is highest in Thailand, followed by the Philippines, Indonesia, and Malaysia. This ranking reflects the very different mix of capital inflows in these countries over the past several years. While Malaysia’s capital account has been consistently characterized by large net inflows of foreign direct investment, the share of medium and long-term inflows in Thailand’s total inflows has fallen steadily since the late 1980s.26 Although in Malaysia net inflows of private long-term capital continued to exceed the current account deficit through 1995 (notwithstanding the increased volatility in short-term flows in 1992-94), reliance on short-term inflows has been greater in Thailand (although data classification issues make cross-country comparisons difficult).27 In Indonesia, likewise, the available evidence suggests that short-term inflows have grown in importance during the current period of overheating. Finally, in the Philippines, while the risks associated with the external financing mix are smaller than in the mid- to late 1980s owing both to the reduction in the debt burden and the prominence of medium- and long-term loans and foreign direct investment in the capital account, the country’s position nevertheless remains vulnerable to shifts in workers’ remittances, which tend to be sensitive to the same factors that affect capital inflows.
As regards saving, the recent widening of current account deficits has occurred even though saving rates in Asia are among the highest in the developing world, unlike in a number of Latin American countries that have experienced difficulty.28 While Singapore’s saving rate—at nearly 50 percent of GNP—is by far the highest in the region, the other ASEAN countries have saving rates in the 30-40 percent range, except for the Philippines, where the rate is about 20 percent (Table 2). These relatively high saving rates reflect significant contributions from both the private and public sectors in Malaysia, Thailand, and Singapore, where the public sector has maintained surpluses. As mentioned previously, the Philippines’ relatively low saving rate stems mainly from a weak fiscal position, which in turn reflects the large stock of government debt.
Another factor tending to reduce risks associated with external deficits in the ASEAN countries relates to their relatively high export orientation Table 1. The rapid growth of exports—which continues, with investment, to be the main engine of growth in these countries—gives confidence to market participants that current account deficits will remain sustainable in the future. In addition, the absence of significant exchange rate misalignment, together with relatively open trade and investment regimes, has tended to foster diversification of the export base in the ASEAN countries, making the trade balance less sensitive to terms of trade shocks and reducing the risks associated with current account deficits.29
The final indicator relates to the health of the financial system, a special concern during periods of rapid credit growth. As is apparent from a number of episodes of external crisis outside the ASEAN region, financial fragility makes an economy more vulnerable to changes in investor sentiment as well as making the adjustment to the crisis more costly. The ASEAN countries are acutely aware of the importance of appropriate supervision and prudential regulations. For example, in Thailand, risk-weighted capital-asset ratios were increased for both commercial banks and finance companies in order to comply with standards set by the Bank for International Settlements and now approach 10 percent for local banks. In addition, required provisions for doubtful assets were increased, and limits on banks’ net open foreign exchange positions were tightened. While banks have been successful in broadly matching the maturity structure of their assets and liabilities, rapid growth in foreign currency lending has nevertheless created concerns of increased foreign exchange risk. In Malaysia, the position of the banking system has strengthened in recent years. In Indonesia, reforms of the financial system are under way to increase its resilience to shocks. Over the past three years, considerable progress has been made in complying with prudential ratios and enhanced supervision, although problem banks remain, as do challenges for the enforcement of prudential guidelines. Completion of the ongoing reforms would reduce vulnerabilities in the financial system, ease constraints on monetary policy, and increase Indonesia’s capacity to handle effectively a larger volume of capital inflows.
This paper has examined a number of factors that bear on an assessment of the policy implications of widening current account imbalances in five ASEAN countries. In the main part of the paper, an analytical framework based on a model of optimal borrowing and lending was laid out theoretically and then estimated empirically. The framework was based on Friedman’s permanent-income theory of consumption applied to a small open economy with access to international capital markets. Such a framework leads to a consumption-smoothing view of the current account, according to which the latter acts as buffer to smooth consumption in the presence of temporary disturbances to productivity, investment, or government spending.
On the whole, the model was found to fit the data reasonably well in the sense that the predicted “optimal” current account balance, based on the assumption of full consumption smoothing, was highly correlated with actual data on the current account, including at turning points. This statistical result, in combination with the figures illustrating the movements of actual and optimal current account balances, suggests that the model does capture both economically and statistically important aspects of current account behavior in ASEAN countries. This result is further strengthened to the extent that, in three of the five countries in the sample, the stringent statistical requirements of the model—namely, that the actual and optimal current account balances are identical—are not rejected by the data.
The fact that the model fits the data so well enables one to illustrate how the current account might respond to a variety of disturbances, including productivity growth, an investment boom, or fiscal consolidation. Any such shocks that caused the private sector to revise upward its expectations of future growth in national cash flow (or net output, i.e., output net of investment and government spending) would contribute to a widening of the optimal current account deficit for the country, as consumption would increase in line with expected future growth rather than with current income. Any observed widening in the external deficits in such cases, therefore, would not be a cause for concern, as it would be fully justified on the basis of the economic fundamentals captured by the model.
It is indeed noteworthy, for example, that a number of ASEAN countries (including Malaysia, the Philippines, and Thailand) that undertook significant macroeconomic stabilization and structural reforms in the 1980s subsequently experienced sizable deteriorations in their external current account positions in the late 1980s and early 1990s. From the point of view of the model, these deteriorations are well captured by improvements in expected net output, or the optimal current account balance predicted by the model. While all three factors—productivity improvements, investment increases, and fiscal consolidation—are likely to have played some role, the remarkable surge in investment deserves special mention as a key factor underlying the widening of both optimal and actual current account deficits following stabilization and reform.
The consumption-smoothing model put forward in the paper may also be useful in shedding light on periods in which there is a divergence between optimal and actual current account behavior. With respect to the interpretation of such divergences, the paper argued that, since the model is drawing out the implications (for the current account) of optimal consumption behavior (based on the permanent-income hypothesis), deviations between the optimal and actual current account balances carry the interpretation of excessive borrowing/lending for consumption/saving purposes.
What does the model show with regard to these deviations? In Indonesia, there appears to have been a period of excessive borrowing for consumption in the mid-1980s and early 1990s when the country recorded some of its (historically) largest current account deficits. An element of excessive borrowing (equivalent to about ½ of 1 percent of GDP) reemerged in 1995 that, together with qualitative evidence that durables consumption and property-related investment have played a relatively large part in recent domestic demand growth, suggests that the optimal consumption-smoothing current account deficit for Indonesia may be somewhat below current levels.
In Malaysia, the external deficit also appears to have involved an element of excessive borrowing in both the early 1990s and at the end of the sample (about 1 percent of GDP in 1995). Again, therefore, while the largest part of the widening external imbalance appears to be justified by fundamentals, a small part appears not to have been consistent with the predictions of the consumption-smoothing model. In Thailand, by contrast, the recent widening of the current account deficit is consistent with consumption-smoothing considerations, although this conclusion needs to be interpreted cautiously given that the consumption-smoothing model did not fit the Thai data very well.
What, then, can be concluded about the optimality and sustainability of recent levels of the external current account balance in ASEAN countries? First, based on the model, there is little evidence of excessive private consumption in any of the countries, except to a small degree in Indonesia and Malaysia. Qualitatively, moreover, the deficits reflect mainly high private investment that has overwhelmed a strong saving performance, rather than a boom in consumption and weak private savings. The strength of savings and investment implies that the resources needed to enlarge future productive capacity are in place and, therefore, that rapid economic growth, on which future debt-servicing capacity rests, is likely to persist. In addition, the allocation of investment appears to be efficient, judging from the strong performance of total factor productivity and exports as well as from the absence of significant relative price distortions in these economies. The only caveat here would be that the rapid growth in infrastructural spending would tend to increase the payoff period and reduce the export intensity of investment in coming years.
Furthermore, fiscal policies in most of the countries in the sample have resulted in surpluses or small deficits in the public sector accounts, suggesting that the external deficits do not primarily reflect an unsustainable fiscal policy. The only exceptions would appear to be the Philippines, with its very large stock of public debt (70 percent of GNP in 1994), and, to a lesser degree, Indonesia (also with a relatively high debt ratio). In both cases, fiscal consolidation would appear to be an appropriate objective over the medium term. A general caveat for the remaining countries would be that, while fiscal policy appears sustainable, the very existence of substantial fiscal surpluses could constrain policy flexibility in practice (e.g., if some shock required policy to be tightened further) and thereby add to the risks associated with external deficits. Another factor constraining policy flexibility is the rigidity of the exchange rate regime in some countries.
While the evidence in favor of sustainability (from both the model and the other qualitative indicators) is therefore relatively strong, the deficits nonetheless pose risks in the event of unfavorable shocks. Apart from policy flexibility, the paper discussed a number of factors that impinge upon the risks of running large external deficits in the region. The first such factor related to the level and composition of external liabilities. As regards the level, external debt ratios are relatively high in the Philippines, Indonesia, and Thailand, while they are significantly lower in Malaysia. The concentration of debt toward shorter maturities is greatest in Thailand, reflecting surging short-term inflows over the past few years, but has also increased substantially in Indonesia during the current period of overheating.
A second factor affecting the risks associated with external deficits in the ASEAN countries relates to their relatively high export orientation. Rapid export growth, which continues, with investment, to be the main engine of growth in these countries, gives confidence to market participants that current account deficits will remain sustainable in the future. In addition, both the absence of significant exchange rate misalignment and relatively open trade and investment regimes have fostered diversification of the export base in the ASEAN countries, making trade flows less sensitive to terms of trade shocks and reducing the risks associated with current account deficits.
A third indicator relates to the health of the financial system, which can affect the risks associated with external deficits not only through its wider repercussions on the real sector, but also because weak banks can impair the effectiveness of monetary policy. The ASEAN countries are acutely aware of the need for appropriate supervision and prudential regulations, Nevertheless, this remains an area where continued monitoring is crucial to avoid instances of financial fragility and the resulting changes in investor sentiment and costly adjustment.
1 Campbell , John , and Robert Schiller , 1987 , “Cointegration and Tests of Present Value Models,” Journal of Political Economy , Vol. 95 (October ), pp. 1062–88.
2 Ghosh , Atish , and Jonathan D. Ostry , 1994 , “Export Instability and the External Balance in Developing Countries,” Staff Papers , International Monetary Fund, Vol. 41 (June ), pp. 214–35.
3 Ghosh , Atish , and Jonathan D. Ostry , 1995a , “Have External Deficits in Latin America Been Excessive?” (unpublished; Washington: International Monetary Fund).
4 Ghosh , Atish , and Jonathan D. Ostry , 1995b , “The Current Account in Developing Countries: A Perspective from the Consumption-Smoothing Approach,” World Bank Economic Review , Vol. 9 , pp. 305–33.
5 Husain , Aasim , 1995 , “Determinants of Private Saving in Singapore,” in Singapore: A Case Study in Rapid Development, IMF Occasional Paper No. 119 (Washington: International Monetary Fund).
6 International Monetary Fund , World Economic Outlook: A Study by the Staff (Washington, various issues).
7 Milesi-Ferretti , Gian Maria , and Assaf Razin , 1996 , “Current Account Sustainability” (unpublished; Washington: International Monetary Fund).
Geoffrey Bascand and Assaf Razin
During the late 1980s, the Indonesian authorities implemented a strong fiscal adjustment program to strengthen the fiscal position and contain Indonesia’s public debt, which had risen sharply in the early 1980s. Despite these measures—and sustained improvement in fiscal balances in the 1990s—the level of public debt remains relatively high. Meanwhile, the volume of a major government asset, oil reserves, has declined significantly, reflecting lower oil prices and depletion of the resource. In view of the recent widening of the current account deficit and the volatility of global capital flows, this paper examines whether further fiscal consolidation would reduce the vulnerability of the economy to unfavorable external conditions and help sustain savings, investment, and growth.
To address the merits of fiscal consolidation, the paper develops a framework for assessing the sustainability of the current fiscal position in Indonesia. As a starting point, we accept that fiscal solvency—defined in the narrow sense that current policies can be maintained without raising taxes, cutting expenditures, or resorting to monetization or debt repudiation—is a minimum condition for sustainability. We then incorporate into this framework a number of specific features of the Indonesian economy to provide for a more comprehensive analysis of fiscal sustainability. First, we take into account possible unfunded expenditure liabilities and the prospective further decline in oil and gas revenues over the long term. Second, we consider the impact of lower inflation on central government finances. Third, we examine the sustainability of the external current account, which, in principle, could be closely related to the fiscal position in Indonesia because the government is not permitted to borrow domestically, but may incur external debt obligations.1
In assessing sustainability of the fiscal balance, we have considered, in particular, its resilience to abrupt and discrete change when the economy is hit by a negative shock. The rationale for this approach is that, to minimize risks, the fiscal position should provide a buffer to deal with unexpected shocks; the size of this buffer will be related to the probability and severity of potential shocks.2 The need for a buffer—positive net worth—may be particularly relevant in Indonesia because of the balanced budget rule, which limits recourse to debt finance.
For Indonesia, fiscal sustainability means that3
Indonesia, like most other member countries of the Association of South East Asian Nations (ASEAN), has grown rapidly for over twenty years. In the 1990s, average GDP growth has exceeded 8 percent, although inflation has remained higher than in Malaysia, Singapore, and Thailand (Table 1).4 Investment and saving rates have risen steadily, especially in the private sector, and are similar to those in other ASEAN countries. Long term, the current account deficit has averaged about 2 percent of GDP, but has recently widened sharply, largely reflecting domestic demand pressures. Export growth and the share of exports in GDP are relatively low by ASEAN standards and need to be taken into account when assessing debt-servicing potential.5 Capital movements have been free since the late 1960s, and the capital account has recorded substantial inflows, especially over the recent period. These large capital flows have reflected investor confidence in Indonesia’s strong performance and growth prospects, but they have also been associated with a widening current account deficit, potentially leaving the country vulnerable to shifts in foreign demand and market sentiment.
Table 1. Selected Economic Indicators: ASEAN, 1991-95
Source: Data provided by country authorities.
Note: Five-year average, in percent.
1 External public debt in percent of GDP.
2 Gross external debt less foreign exchange reserves in percent of exports of goods and nonfactor services.
Indonesia has achieved this impressive economic performance through generally sound macroeconomic policies and increasingly open trade, financial, and investment arrangements. In particular, the balanced budget rule has contributed to sound fiscal policy. Adopted in the Guidelines for State Policy in 1968, the rule requires that in each fiscal year total budgeted expenditures be equal to budgeted revenues, defined to include foreign financing. The policy also requires that domestic revenues be large enough to cover routine expenditures (which include amortization payments in the government budget) and a portion of development expenditure. The rule largely prevents domestic private bank and nonbank financing. To the extent that development expenditure exceeds public saving, the gap can normally be filled only through foreign borrowing.
In practice, however, there is some flexibility in the balanced budget rule, beyond foreign borrowing. In particular, the rule is confined to of ficial budgetary accounts, and government transactions may be conducted through extrabudgetary accounts, mainly for investment or net lending transactions. Net spending from these accounts has been limited in the last several years, but, on occasion, movements in them have been large relative to the official fiscal balance. Overall fiscal balance figures reported in this paper include the net balance of these extra-budgetary transactions. However, the financial position of the wider public sector may show significantly different figures for revenue, expenditure, and the fiscal balance, as could accrual rather than cash accounts, but we do not have enough data to adjust for these outcomes. Finally, seigniorage revenue may have been used for financing, and budgetary operations financed through government borrowing abroad may still have monetary consequences unless monetary policy actively offsets them. Nevertheless, the balanced budget rule has played an important role in shaping fiscal settings and in bringing about significant fiscal policy adjustment in the presence of declining oil revenues.
Notwithstanding generally prudent fiscal policy, the fiscal deficit has averaged about 1½ percent of GDP since the early 1970s (Figure 1).6 Oil revenues increased rapidly from 4 percent of GDP in 1972/73 to 12 percent of GDP in 1981/82, peaking at 70 percent of total revenues (Figure 2).7 Through this period, oil and gas revenues financed higher public expenditure, particularly investment and net lending transactions with state enterprises, and the fiscal deficit was small. However, when oil prices fell in the early 1980s, oil revenues declined sharply. Expenditure was initially slow to adjust to the lower revenues, and budget deficits averaged 3-4 percent of GDP from 1981/82 through 1986/87. Confronted by rising public debt levels—public external debt was over 50 percent of GDP in 1987/88—the government developed a concerted strategy to raise non-oil revenues and restrain spending, especially public investment. Expenditure declined from a peak of 23 percent of GDP in 1985/86 to about 17 percent of GDP in 1990/91, with two-thirds of the cut falling on investment expenditures. The overall fiscal balance improved in 1990/91 (buoyed by cyclical factors), registering a surplus of 2 percent of GDP, and has been close to balance on average since then. The ratio of public debt to GDP has declined gradually since the late 1980s and currently amounts to just over 30 percent of GDP.
The above trends were amplified in the non-oil fiscal balance, which deteriorated sharply in the late 1970s and early 1980s, when expenditure increases were funded mostly through oil revenues. Recognizing the need to provide for future declines in oil revenues, Indonesia began strengthening the non-oil tax base in the mid-1980s, with the restructuring of income taxation in 1984, the introduction of the value-added tax in 1985, and reform of property taxation in 1986.8 Non-oil (and gas) tax revenues increased from only 5 percent of GDP in 1984/85 to over 10 percent of GDP by 1990/91, although they have since shown little further increase. Consequently, the non-oil balance has improved over the past decade, but remains in small deficit. The non-oil current primary balance—which excludes interest payments and investment expenditures—has been in surplus since 1988/89 and amounted to 3 percent of GDP in 1995/96. Since the current primary balance is a key determinant of fiscal solvency, the government’s debt-servicing capacity would, on this measure, appear to be sound.
In this section, we first outline a conceptual framework to assess fiscal solvency9 and then apply it to Indonesia by comparing the government’s existing liabilities with the debt level that can be sustained given current trends in government expenditure and revenue flows.10 Although this conceptual framework is based on the standard approach to determine solvency, it differs from existing studies in an important way in that we allow for the fact that, in Indonesia, oil and gas revenues cannot be assumed to continue forever.
The analysis in this section is confined to the central government plus the central bank (the results would be only marginally altered by consolidation of central and provincial government accounts). We include the central bank’s profits (seigniorage) to determine fiscal solvency because they enhance the government’s fiscal surplus and its ability to meet future debt obligations.11
The consolidated balance sheets of the central bank and the non-oil central government can be used to derive an accounting identity for the accumulation of public debt. (Appendix II provides a more detailed treatment.) The change in debt between one period and the next is equal to the sum of interest on last period’s outstanding debt plus the non-oil current primary deficit less seigniorage revenue, which is effectively given by the change in nominal reserve money balances. The level of debt can therefore be written as
where Bt, is public external debt in dollars; St is the rupiah-U.S. dollar exchange rate; it is the nominal domestic rate of interest; Pt is the GDP deflator; Dt is the overall non-oil current primary deficit, defined as total current expenditure excluding interest payments less total non-oil tax revenue (in constant prices); and Mt is the nominal base or reserve money. Stock variables are valued at the beginning of the period and flows are assumed to occur during the period.
The sustainable level of public debt is the level of debt that can be sustained in perpetuity for a given primary balance and seigniorage revenue. When an economy is in a steady state, in which all the fiscal magnitudes are constant as a fraction of GDP (and are expected to remain constant) and where the nominal domestic interest rate equals the nominal world rate of interest plus expected exchange rate depreciation, the sustainable level of debt (omitting time subscripts) is equal to
where b, d, and h are public debt, the non-oil current primary deficit, and seigniorage revenue, respectively, all expressed in terms of units of GDP; g is the real growth rate of the economy, i* is the world rate of interest in dollars, and ε is the real rate of exchange rate depreciation.12
Solvency requires that the current level of net government liabilities as a fraction of GDP be less than or equal to the maximum debt level (b) that can be sustained by ongoing revenue and expenditure flows, which we calculate using estimates for the right-hand-side variables. We can express the difference between these values as government net worth,13 which is positive when the present value of future fiscal flows exceeds current net liabilities: NWt = b - lt.
Observe from equation (2) that the larger the non-oil current primary fiscal surpluses (including seigniorage), the higher the growth rate, and that the lower the real interest rate, the higher the level of debt that can be sustained. By the same token, the level of assets required for solvency in the presence of fiscal deficits increases as the interest rate declines or the growth rate increases because the financial return necessary to balance the budget is diminished in the first instance, and the stock of assets is smaller in relation to future income in the latter.
The government’s net financial position is obviously enhanced by the future stream of oil revenues, but in contrast to tax revenues that can be assumed constant in relation to GDP (holding policy constant), it is important to allow for the future decline in oil revenues in line with the depletion of oil reserves. The government’s liabilities (in terms of GDP units PtYt) should be adjusted for the net value of the stock of oil reserves, et, so that the net liabilities position measured at any time reflects the market value of the remaining reserves. We therefore compare the actual net liabilities position, lt = bt - et, with the sustainable debt level, b, where et is defined as follows:
where Et represents known oil reserves, in millions of barrels; and is the price of oil, in dollars.
We have defined the deficit as current noninterest expenditure less non-oil tax revenues, on the assumption that investment income matches the cost of capital for public investment, leaving solvency calculations unaltered. Correspondingly, investments in, and profit receipts from, public enterprises have been omitted.14
The government’s actual net liabilities position (taking account of declining oil reserves) is contrasted in Table 2 with the sustainable debt level—based on the framework outlined above—for the period 1972/73 to 1995/96, on the assumption that Indonesia now has 15 years of oil and gas reserves remaining.15 Actual net liabilities comprise public debt, the market value of the oil reserves, and the government’s foreign currency reserves. The table (column 1) shows that the government’s net assets position (negative net liabilities) declined markedly during the 1980s, partly as a result of higher public debt, but mainly reflecting the declining value of oil reserves.16 Extended to include unfunded post-retirement pension and health care liabilities of about 12 percent of GDP, the government is estimated to have held net liabilities of about 7 percent of GDP in 1995/96 (see column 2).17
Table 2. Fiscal Solvency
(In percent of GDP)
Sources: Authors’ calculations from data provided by Indonesian authorities; and World Bank for pension liabilities.
1 Net public liabilities equal public debt less foreign reserves less oil reserves plus, in column 2, unfunded pension liabilities. Negative values imply a net asset position.
2 Using non-oil current primary balance. Negative values imply that a net asset position is required for sustainability.
3 With zero seigniorage. Growth minus 2 percent is approximately equal to a real interest rate that is 2 percentage points higher.
4 See Appendix III for assumptions.
To evaluate fiscal solvency, several estimates for the sustainable level of net liabilities are presented in Table 2 and compared with the actual net liabilities position. The first measure, reported in column 3, is the precise application of equation (2); it is the product of the non-oil current primary balance plus seigniorage revenue and the discount factor.18 It assumes that inflation and, hence, seigniorage revenue are maintained perpetually at the rate recorded that year and that the return on public capital expenditure is equal to its cost to the government.
By this measure, the sustainable level of debt declined until the early 1980s, when substantial net assets were required, and has increased since then in response to the fiscal consolidation of the late 1980s. In recent years, debt of about 100 percent of GDP could be sustained if current expenditure, tax, and inflation revenues were maintained indefinitely. While the sustainable debt level has increased over time, the actual net asset position has declined markedly. Nonetheless, by this measure, actual net assets exceeded the required asset position at all times, indicating fiscal solvency. These trends in net assets and sustainable liabilities are illustrated in Figure 3 (which excludes pension liabilities).
To illustrate the sensitivity of the solvency calculation to particular assumptions about future developments, Table 2 also presents estimates of sustainable public liabilities under two alternative scenarios—zero inflation and lower growth. The assumption of zero inflation would imply a lower level of sustainable liabilities because no seigniorage revenue would accrue to the government. However, although the level of sustainable liabilities is markedly lower under zero inflation than under baseline assumptions, especially over the last three years (column 4), fiscal solvency is ensured by a relatively wide margin. The last column in Table 2 shows that if, in addition, 2 percent lower medium-term growth is assumed (approximately equivalent to raising real interest rates by 2 percentage points), sustainable liabilities would be limited to less than 50 percent of GDP.
The analysis in this section provides a useful framework for assessing sustainability issues under alternative scenarios, but the approach is based on the assumption that existing policies will be continued indefinitely into the future. If the recent improvement in the fiscal position turns out to be temporary, for example, because of cyclical factors, or if the projected expenditure and revenue trends are somewhat optimistic, then questions of sustainability could reemerge. Appendix III discusses this issue. It shows that while the fiscal solvency results appear robust to correction for cyclical factors, a permanent increase in expenditure by 1 percent of GDP—without a corresponding revenue increase—would make solvency more marginal. The current fiscal position in Indonesia appears to be solvent according to our measure and is expected to remain so, although the sensitivity analysis suggests limited capacity to withstand adverse interest rate or growth shocks. Moreover, given the decline in actual assets (with, now, an actual net liabilities position), solvency has become more reliant on sustaining projected fiscal surpluses and relatively high growth.
In this section, we examine whether the fiscal position relies on inflation to meet debt obligations. If so, the authorities’ incentive to reduce inflation may be weakened. In principle, given that most government debt in Indonesia is denominated in foreign currency, there should not be any strong incentive to maintain relatively high inflation in order to lower the real value of the debt. However, other forms of public debt, including nonindexed pension obligations, can be reduced through inflation. Furthermore, inflation can help improve the fiscal balance in the short run through its effects on both revenues and government expenditures.19 To evaluate the effect of inflation on government finances, we first outline a conceptual framework to help identify the channels through which inflation affects the fiscal position and then assess the extent to which inflation has contributed to the public finances in Indonesia.
One can assess the fiscal gains of inflation by determining the effect on the fiscal position of a lower rate of inflation. Following Persson, Persson, and Svensson (1996), we calculate a summary measure of the effect of a switch from high inflation (superscript H) to low inflation (superscript L) on the government budget, as follows:
where Zt, the nominal cash flow of the government budget, can be defined as
where dt is the discount rate, Tt represents the tax obligations in nominal terms, Pt is the price level, Gt is government spending commitments in nominal terms, and Bt is the sum of interest payments and maturing principal of the nominal public debt.
The budgetary gains from inflation consist of the present value of seigniorage, Mt+1 - Mt; the price-level effect on nominal tax and transfers through bracket creep (mitigated through the Tanzi inflation effect), Tt; nominally committed spending, Gt; and debt service, Bt. Measured appropriately, these present value gains can be compared with the government’s actual and sustainable liabilities specified earlier.
In this section, we first assess whether fiscal solvency would be maintained with zero inflation. Then, posing this question the other way around, we attempt to quantify the fiscal effects for the Indonesian government, through seigniorage and through the erosion of nonindexed public obligations (retirement benefits), of maintaining moderately high inflation for five years.
Table 3 reports estimates of seigniorage, as well as its decomposition into inflationary money creation and money growth as a result of real growth-induced changes in the demand for money (see Appendix IV for details).20 Seigniorage revenue in Indonesia is smaller than in high-inflation countries, declining from 2½-3 percent of GDP in the early 1970s to 1 percent of GDP in the 1990s. Nevertheless, at about 10 percent of revenue in 1995/96, it is not a trivial element of budgetary financing (e.g., it is higher than the share of excise revenue). Revisiting the fiscal solvency calculations in Table 2, column 4, demonstrates that inflation was not imperative for debt sustainability at any time. Even with seigniorage revenue assumed to be zero, sustainable liabilities exceeded the actual level. On this basis, net liabilities of about 64 percent of GDP could be sustained in 1995/96.
Table 3. Seigniorage
(In percent of GDP)
Source: Authors’ calculations from data provided by Indonesian authorities.
1 The income elasticity of demand is varied to ensure that the seigniorage components add up. Implicitly, velocity is variable, which explains the variation and the occasional negative values for the velocity-growth component. The average implicit income elasticity equals 0.9.
2 In Percent of revenue, including seigniorage.
We also consider the present value gains from seigniorage when disinflation is delayed by five years. These are given by
where DL - DH equals the difference in the nominal discount rate between low and high inflation environments. We assume that inflation is maintained at 10 percent over the five-year period (above the long-run, low inflation rate assumption of zero), and project money growth is maintained at a constant rate equal to the average over the last five years, when the inflation rate was close to 10 percent a year. Assuming the real interest rate of 7.5 percent is unaffected by the change in inflation, the nominal interest rate over the next five years is assumed to be 10 percentage points above that which would prevail in a low inflation environment. We assume zero seigniorage revenue beyond the five-year period. On this basis, the present value of seigniorage revenue as a result of delayed disinflation amounts to about 2 percent of GDP, which, by itself, has a very small effect on the fiscal position.
To further illustrate the effects of inflation, we also investigate the revenue gains from delayed disinflation through diminution of the real value of public liabilities. Because the public debt is almost entirely held in foreign currency, the effects are confined to projected annual civil service pension liabilities (and post-retirement health benefits), which, in present value terms, are estimated to amount to about 25 percent of GDP in 1995/96. Civil service pension benefits are adjusted on a discretionary basis by the government, generally in line with wage movements, but there is no formal requirement for these benefits to be indexed to inflation. The gains from maintaining high inflation are given by
where B95t is the period t nominal cash-flow pension obligations in 1995. With B95t equal to approximately 0.6 percent of GDP, rising to almost 1 percent of GDP by about 2020, the gain resulting from inflation erosion is estimated to be nearly 10 percent of 1995/96 GDP. The zero-indexation assumption is, however, intended only to provide an illustrative scenario—there is no presumption here that such a policy is either feasible or desirable.
The analysis in this section strongly suggests that inflation is not required for fiscal solvency in Indonesia. Although there may be some disincentive to reduce inflation when debt levels are high, the maximum potential present value revenue loss as a result of moving from 10 percent inflation to zero inflation is only just over 10 percent of GDP. This result must be weighed against the longer-term costs of inflation, in terms of both the welfare costs and the negative effect on the economy’s longer-term growth potential. Fiscal consolidation would, in any case, eliminate any disincentive to reduce inflation.
We address, in this section, the issue of external current account sustainability for Indonesia and its relationship to the fiscal position. We do so, first, by examining the trade surplus necessary to service Indonesia’s foreign liabilities,21 and second (drawing on Milesi-Ferretti and Razin, 1996), by reviewing a number of indicators that have a bearing on current account sustainability.
One argument for linking external sustainability with fiscal sustainability is demonstrated in Figure 4, which charts Indonesia’s external current account balance against the fiscal balance. Fiscal consolidation has generally been associated with an improvement in the external balance, and fiscal loosening with current account deterioration. Until 1990/91, the two indicators moved closely together. In large part, this correspondence reflected the impact of oil price movements on the two balances—when oil was more important to each indicator than it is now—but it also reflects the effects of discretionary policy changes; the ratio of government expenditure to GDP follows a similar pattern.
The apparent weakening of the relationship since 1990/91 can be attributed to a number of factors. First, fiscal policy has become more actively countercyclical; deterioration in the external current account balance in 1990/91 and 1995/96 spurred a fiscal policy surplus, while the economic slowdown in 1992/93 and 1993/94 led to fiscal easing. Second, against the background of high debt levels, structural improvement in the fiscal position in the late 1980s appears to have offset private sector savings substantially, thereby limiting the rise in national saving. The increase in confidence, however, crowded in private sector investment, with the result that the combined effect of these two factors led to a smaller improvement in the external balance than in the fiscal accounts. Third, monetary policy, which at times moved in an opposite direction, may have offset some of the contractionary effects of fiscal policy (e.g., money and credit growth were very rapid in 1990/91 and 1995/96). Nevertheless, evidence over the longer term and across countries suggests that tighter fiscal policy would boost national savings and reduce external current account imbalances.22
External solvency can be evaluated in a way that is analogous to the assessment of fiscal solvency. In this case, solvency requires that the present value of trade surpluses (in future periods) be high enough to repay the country’s net external liabilities (similar to the correspondence between fiscal surpluses and public debt shown in the fiscal solvency condition earlier). The sustainable level of net foreign liabilities (external debt less foreign reserves) will depend on the trade balance (defined as net exports of goods and services) and the discount factor defined earlier, incorporating the (foreign) interest rate, the rate of depreciation of the real exchange rate, and the growth rate. (See Appendix V for a detailed derivation of the solvency condition.) The level of foreign liabilities that can be sustained rises with increases in the trade balance and the growth rate and with decreases in the real interest rate. The calculation of external solvency is, however, extremely sensitive to the components of the discount factor. In particular, it hinges critically on the relationship between the projected real interest rate and the projected growth rate. In general, with net liabilities and trade deficits, external solvency requires that the real interest rate be lower than the growth rate—effectively implying that countries will “grow out of debt.” Conversely, if the projected real interest rate exceeds the growth rate, external solvency requires trade surpluses when existing foreign liabilities are high. This issue is discussed further in the next section, where this framework is applied to Indonesia.
The approach also requires projections for annual trade balances indefinitely into the future, but because these are typically subject to relatively large fluctuations from year to year, we apply a three-year moving average of the trade balance to dampen cyclical factors and to help identify trends. In the general formulation of this framework, it is not possible to distinguish between trade deficits that reflect primarily imports of consumer goods and those that reflect mainly capital goods imports. The latter may well foreshadow higher national income and exports in future periods, thereby increasing the sustainable level of debt. Nevertheless, this notion of solvency provides some guidance on the required (or expected) adjustment in the trade balance and on the effects of sharp movements in the exchange rate or in the real interest rate in the event of adverse external developments or domestic disturbances.
The evaluation of external sustainability in Indonesia depends on assumptions about the future profile of trade balances, the growth rate, world interest rates, and the real interest rate. However, the effective real interest rate on Indonesia’s foreign liabilities does not depend only on the nominal rate of interest on external debt. It also depends on the rate of appreciation or depreciation of the real exchange rate because the effective cost of debt service—measured in units of GDP—will be determined by the value of domestic output relative to that of foreign output. As noted earlier, calculations of external solvency are extremely sensitive to assumptions about future real interest rates and, therefore, also to assumptions about the future path of the real exchange rate. In the present analysis, we have assumed that the real exchange rate will remain constant. As with the analysis of fiscal solvency, the present value of oil reserves is included in calculations of Indonesia’s net foreign assets, which implies that sustainability should be assessed with regard to the trade balance on products other than oil and gas.
Actual net foreign assets including oil reserves were nearly 500 percent of GDP in 1979/80. However, with the declining value of oil reserves, net foreign assets diminished sharply and are estimated to have become negative (a net liabilities position) in 1993/94. Actual net foreign liabilities were estimated to be 13 percent of GDP in 1995/96. We can compare this actual foreign liabilities position with the sustainable level of foreign liabilities. If the real interest rate is lower than the growth rate, a high level of foreign liabilities is sustainable, provided that the trade deficit is not larger than the increase in debt service capacity resulting from economic growth. To illustrate, we assume that the real interest rate is 5.9 percent (the average rate recorded over 1990/91-1995/96, assuming a constant real exchange rate) and that the growth rate is 7.1 percent. Then, if the non-oil trade balance is equal to 1.8 percent of GDP (its average for the last three years), sustainable liabilities equal 160 percent of GDP.
The analysis in the previous section provides only one yardstick, albeit an important one, for assessing sustainability on the basis of projections for the key determinants of the level of external indebtedness. In practice, however, policymakers need to focus on a wider range of indicators to assess sustainability and to ensure that policy responds to emerging external imbalances long before the external position becomes insolvent. Both favorable and unfavorable experiences illustrate that persistent current account deficits and high debt levels leave countries more vulnerable to terms of trade and real interest rate shocks.
Indonesia’s debt-GDP and debt-servicing ratios are relatively high by ASEAN standards (Table 1), In the event of adverse external developments, sustaining the external position may require strong domestic macroeconomic adjustment measures. Indonesia’s real interest rates have proved volatile—at least in an absolute sense—as have its terms of trade.23 Since 1971, the terms of trade have fluctuated by an average of 11.5 percent a year (in absolute values), more than in other ASEAN countries (Table 4), in part reflecting the predominance of agricultural, mineral, and forestry commodities in exports, whose prices have been more volatile than the prices of manufactures. Although terms of trade and export price volatility have been lower since the 1980s, domestic income and, hence, the fiscal position have still been subject to substantial swings resulting from the terms of trade movements. This effect is partly mitigated by the relatively low share of trade in economic activity in Indonesia. Fortuitously, more of the recent swings have been positive on average (Indonesia’s terms of trade have remained 20 percent above their long-term historical average).24
Table 4. External Trade Price Volatility
Source: IMF, International Financial Statistics Yearbook (various years).
Note: Standard deviation of percent change in trade prices.
As argued in Milesi-Ferretti and Razin (1996), an assessment of current account sustainability should take into account the willingness of capital markets to lend, which depends on a number of structural features of the economy and on prudent economic policies. They found, in particular, that sustainability is influenced by
Taken together, structural features of the Indonesian economy and its policy characteristics would seem to invite confidence in the resilience and sustainability of the debt outlook, should adverse shocks eventuate.26 Nevertheless, given Indonesia’s net foreign liabilities position, further fiscal consolidation would strengthen sustainability and support a turnaround in the trade balance. A lower level of debt would also provide the government with more scope to accommodate shocks through increased external borrowing, rather than obliging the government to impose tax increases or to force expenditure reductions, which may compound the real shock.
This paper has examined a number of aspects of the sustainability of the Indonesian fiscal position. We considered both public debt and external sustainability and took account specifically of the exhaustibility of oil and gas reserves. There is no issue of fiscal solvency at present, with government net worth positive on all measures. There is, however, a potential vulnerability to interest rate and growth rate shocks, under the assumption of zero seigniorage and allowing for public pension liabilities.
We considered the impact of achieving low rates of inflation and showed that the potential loss of seigniorage revenue and the higher real burden of nonindexed public liabilities do not endanger solvency and, therefore, should not deter disinflation. However, fiscal consolidation would remove any perceived obstacle, as well as support disinflation through demand-reducing effects.
Indonesia’s share of trade in GDP is lower than that in other ASEAN countries, and debt-servicing ratios are relatively high, implying a potential vulnerability to declines in market demand or in investor confidence. Nevertheless, sustainability of external debt would seem to be ensured, given such structural features of the Indonesian economy as its high rate of investment and output growth. In light of the evidence that the private sector offset to higher public savings is less than complete, further fiscal consolidation would strengthen the non-oil trade balance and help reinforce external sustainability. Strong crowding in of private investment may reduce the measured improvement in the external current account, but it would probably still improve external sustainability through higher prospective trade surpluses in future years.
Indonesian fiscal and balance of payments data are reported on a fiscal year (April 1-March 31) basis. Calendar year national accounts and inflation data are transformed into fiscal years in this paper. Fiscal data were supplied by the Indonesian authorities, except for provincial government data from 1975/76 to 1979/80, which are drawn from the IMF’s Government Finance Statistics.
The overall fiscal balance is derived as follows:
-BAL ≡ TF = DF + FF ≡ E - R - G,
where BAL is the overall fiscal balance, total financing (TF) is the sum of domestic financing (DF) and foreign financing (FF), E is total expenditure plus net lending, R is total revenue, and G is grants. Then,
E = CE + DNLE ≡ R + G +TF,
and
DNLE ≡ R + G - CE + TF,
where CE is current expenditure, and DNLE is development and net lending.
The overall fiscal balance is derived from data on foreign financing in the balance of payments and domestic financing given by changes in net government deposits with the banking system (at Bank Indonesia and deposit money banks). The calculation of expenditure follows from the assumption that revenues are reasonably thoroughly reported. Therefore (utilizing the identity that E = TF + R + G), financing movements are allocated to development expenditure and net lending, because inadequate information is available to allocate them among current, investment, net lending, and revenue categories. Consequently, the measure of capital expenditure utilized for the purposes of fiscal solvency calculations includes net lending transactions. Current expenditure is defined to include regional transfers (although this is partly for capital investment) and spending on military personnel (treated as development expenditures in the Indonesian budget system). Current expenditure may be understated to the extent that substantial expenditures on education and health are allocated to development expenditure in the Indonesian budget, although these may not be totally capital items.
Other fiscal variables are defined as follows: current fiscal balances are revenue plus grants less current expenditure; primary balances are fiscal balances plus interest expenditure (which is included in current expenditure), and current primary balances exclude capital expenditure. For the purpose of the solvency analysis, the non-oil current primary tax balance is calculated excluding grants (on the grounds that grants are not an enduring revenue stream) and excluding nontax revenues (i.e., tax revenues other than those from gas and oil less noninterest current expenditure).
The statistical analyses in the paper are confined to central government aggregates. Provincial and central government accounts are consolidated into general government accounts from 1975/76 by eliminating provincial government transfer receipts from central government. Consolidated expenditure and revenue aggregates are generally about 1 percent of GDP higher than central government estimates, but the fiscal balance is generally little affected. All fiscal figures exclude social security transactions.
All ratios to GDP are defined relative to current-period GDP, except for those variables in Table 2 for the fiscal solvency analysis, which are defined as in Appendix II.
Nominal national accounts data (consumption, investment, imports and exports, GDP, GNP, and national income) from 1971 to 1987 are from the IMF’s International Financial Statistics Yearbook, and are spliced with new national accounts data from 1988 to 1995 on the basis of information supplied by the authorities for Article IV consultations. Constant-price figures are derived by deflating the nominal series by the GDP deflator, and the real GDP components therefore differ from published national accounts statistics. The implicit GDP deflator movement is derived from the 1983-based GDP series until 1988, and spliced with the percentage change in the deflator from the 1993-based GDP series from 1989 to 1995. All projection values for 1996/97-2001/2002 are drawn from the projections contained in the IMF’s World Economic Outlook.
The current account balance is drawn from data supplied by the authorities. The trade balance for the current account sustainability analysis is calculated as net exports of goods and nonfactor services from the national accounts (which is equal to Y - C - I).
Consumer price index (CPI) inflation data are from International Financial Statistics. External debt data for 1972-79 are from International Financial Statistics and, for 1980-95, are from data supplied by the authorities.
The value of oil and gas reserves to the government budget is calculated by deflating the revenue stream (from the fiscal data) by the oil price (from International Financial Statistics), and totaling the derived volumes, which are then valued at the current market price, according to Appendix II. The volumes of production and prices through to 2010/2011 are projected to equal the average annual volumes and prices over the last five years. The value of oil reserves to the economy (for the purposes of calculating national wealth) is the stream of oil revenues grossed up by 1/to where to is assumed to be 0.85, as the government receives 85 percent of the net operating income of the private oil-producing companies plus transfers from Pertamina.
Monetary and exchange rate data were taken from International Financial Statistics until 1987, and from data supplied by the authorities thereafter. The real exchange rate is from the IMF’s Information Notice System beginning in 1979. Before 1979, it is calculated from relative nominal exchange rate and inflation rates versus the U.S. dollar, and the series is spliced.
Nominal interest rates are from International Financial Statistics. Interest payments on external debt are from the World Economic Outlook. Real interest rates are calculated as follows: (1) the interest rate on U.S. dollar external debt is deflated by the average of the percent change in Indonesian export unit values and world export unit values; and alternatively (2) the U.S. ten-year bond rate plus the nominal rate of exchange depreciation divided by the GDP deflator.
Actual and projected pension payments were calculated from data supplied by the World Bank.
Consolidating the central bank’s budget constraint with the (non-oil) budget constraint of the government, the change in debt between one period and the next is derived from the government’s flow budget constraint, as follows:
where Bt is the public external debt in dollars; St is the rupiah-U.S. dollar exchange rate; it is the nominal domestic rate of interest; Pt is the GDP deflator; Dt is the overall non-oil current primary deficit, defined as total current expenditure excluding interest payments less total non-oil tax revenue (in constant prices); and Mt is nominal base or reserve money. Stock variables are valued at the beginning of the period, and flows are assumed to occur during the period.
Assuming interest parity and expressing this flow constraint in terms of units of GDP, we derive
Then, we can show that
where lowercase letters convey variables in terms of units of GDP, the numeraire, and
and
Consider now the economy in a steady state, in which all the fiscal magnitudes are constant as a fraction of GDP. Steady-state bt+1 is equal to bt; thus, henceforth, we omit time subscripts for steady-state variables. We observe that the level of debt that can be sustained in the steady state is equal to
where ε is the real rate of depreciation, and we ignore the term ε·i*. We also provide estimates where capital expenditure is assumed to earn economic return, but possibly below the market rate of return. Equation (2) is modified as follows:
where the stock of accumulated public capital expenditure, defined in proportion to GDP, is denoted as k, with rate of return ρ, and the deficit d′ is now defined to incorporate capital expenditure.
The value of oil and gas reserves, et, is defined as follows:
where Et represents known oil reserves, in millions of barrels, and is the price of oil, in dollars.
We estimate the value of the reserve, Et, from the annual oil revenue flows, as follows. The value of gross reserves can be determined according to the relation Pt(Et+1 - Et) = - PtRt which, for N periods, yields
where δt is the long-run rate of increase in the price of oil, and Rt represents annual oil production. If we assume that the price of oil rises at a rate equal to the real rate of interest (the Hotelling-Solow rule), equation (5) simplifies to
Because we are interested in the economic value (or rent) of the oil reserves, the value of the reserves (and the annual production stream) should be reduced by the costs of extraction. Our methodology for calculating the value of the reserves accomplishes this, because we derive values for these variables from government revenues from oil and gas production. Because oil tax revenues represent a fixed proportion (85 percent) of the net operating income of the oil production companies, we can deflate the revenue stream by petroleum prices to obtain the real resource rental or “net production” stream, and proceed accordingly.
GDP growth that is above trend tends to buoy the fiscal position by boosting income-elastic tax revenues and, in many countries, diminishing social security expenditures through cyclical declines in unemployment. Estimates of the output gap for Indonesia place actual GDP at about 1 percent higher than potential GDP in 1994 and 1995. Cyclical effects on the budgetary position, therefore, would be expected to be relatively small at this time. Moreover, given that benefit expenditures are zero, public expenditure is largely independent of changes in output (except through discretionary or policy linkages). Neither is oil revenue closely linked to economic activity. With only relatively low non-oil tax revenues linked to GDP growth, the fiscal balance is calculated to be about 0.2 percent of GDP higher in 1995/96 as a result of above-trend output. Thus, the fiscal solvency results appear robust to correction for cyclical factors.
Over the medium term, the following factors are expected to influence public debt sustainability:27
(1) The actual public liabilities position excluding pension liabilities is projected to worsen marginally, increasing by about 7 percent of GDP over the next five years (Table 2). Net public debt falls gradually in proportion to growing GDP, but the projected decline in the value of oil reserves, to 12 percent of GDP by 2000/2001, is greater, so that overall net public liabilities excluding pensions increase.
(2) Projections of the present value of unfunded pension obligations are sensitive to assumptions on wages and investment earnings. Assuming pensions increase by the rate of inflation (close to 10 percent through the next five years, in line with the World Economic Outlook projections, and assumed to be 5 percent in the long run) plus 3 percent real wage growth, the present value of unfunded pension liabilities increases marginally slower than GDP, partially offsetting the rise in other public liabilities. Total public liabilities, including pensions, are projected to increase slightly, from 7 percent of GDP in 1995/96 to 12 percent of GDP in 2000/2001.
(3) The sustainable liabilities position is projected to remain broadly unchanged. Assuming no change in tax policy, non-oil tax revenues are projected to be constant in relation to GDP. Income and sales tax revenues can be expected to grow marginally taster than nominal output, but trade and excise taxes more slowly. Turning to expenditure, Repelita VI (sixth five-year development plan) plans for higher education and medical access, with the likelihood of higher public expenditure in these areas. At the same time, there is some scope for reallocating expenditure and efficiency improvements to allow greater services from existing real expenditure levels (World Bank, 1993). Current expenditure in Indonesia is lower than in other ASEAN countries (Rumbaugh, 1995). However, there has been no discernible trend in current expenditure in relation to GDP in recent years, although it rose somewhat in 1995/96. While expenditure pressures exist, we have chosen to project current expenditure as a constant ratio to GDP over the next five years—implying a real spending increase of over 7 percent a year. With revenues and expenditures stable in relation to GDP, the non-oil current primary balance, obviously, is also projected to remain unchanged, as is the level of sustainable liabilities. (We assume constant real interest and growth rates, at their historical averages.) The overall fiscal balance, on these assumptions, would move into a deficit of about 1 percent of GDP, driven by falls in oil revenue.
(4) Assuming faster growth in current expenditure would lower the level of sustainable liabilities. To illustrate, current expenditure that is 1 percentage point higher as a share of GDP—without a corresponding increase in non-oil revenue—would lower the sustainable level of liabilities by about 25 percent of GDP.
With the level of sustainable liabilities basically unchanged and actual liabilities (including pensions) increasing slightly, net worth (the difference between the two) is projected to decline marginally over the period to 2000/2001. According to our measure, the Indonesian fiscal position would appear to be solvent and is expected to remain so on the basis of these assumptions.
A solvent external current account balance is one in which the present value of trade surpluses is sufficient to repay the country’s net external liabilities. We express this condition as the long-run net resource transfer (trade surplus) that a country must make to keep net liabilities constant in relation to GDP. The basic accounting identity is as follows:
where CA is the current account surplus, F is net foreign assets, Y is GDP, C is private consumption, CG is government consumption, and V is investment (private plus government). The domestic GDP deflator, the world rate of interest, and the nominal exchange rate are defined as P, i*, and S, as before, and P* is the foreign GDP deflator. Let the ratio of foreign assets to output ft, be equal to . Dividing both sides of the equation by nominal GDP and rearranging terms, we obtain
where the economy is assumed to grow at rate g, the real rate of depreciation is ε, and the trade balance (or net exports of goods and nonfactor services) is defined as tb = 1 - c - v - cg. Ignoring the term ε·g, and with the economy in a steady state in which consumption, investment, and the stock of foreign assets are constant in proportion to GDP, the sustainable foreign asset position is given by
We simplify this expression and redefine it in terms of sustainable liabilities as f = ψtb, where ψ denotes the discount factor.
As with the fiscal solvency analysis, we adjust for the treatment of the oil resource by including the asset value of oil reserves in the net foreign asset position and assessing sustainability in terms of the trade balance on products other than gas and oil.
The revenue from money creation can be expressed as the sum of two terms; the first is due to inflationary money creation, and the second is that money growth that is attributable to real growth-induced changes in the demand for money (we ignore the term associated with the acceleration of inflation):
where η is the income elasticity of the demand for (base) money.
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Philip Gerson and David Nellor
Over the last several years, there has been a dramatic improvement in the Philippines’ fiscal accounts. The consolidated public sector deficit has been reduced by about 5 percentage points of GNP since 1990 and reached approximate balance in 1996. However, further reform is needed to preserve the fiscal balance and achieve the government’s growth and macroeconomic objectives. To reach these goals, the government is seeking a comprehensive reform of the tax system and a streamlining of the civil service.
The paper analyzes Philippine fiscal policy in two steps. The first step is to determine whether fiscal policy can meet two minimum conditions without discretionary changes. First, the policy should be sustainable, which means that the public sector remains solvent or that the present fiscal stance permits the public sector to satisfy its debt obligations. Second, it should be possible to maintain public investment at a minimum level without sacrificing fiscal balance.
The second step is to define a fiscal policy that goes beyond the minimum conditions and enables the government to meet its broader medium-term economic goals. In particular, economic growth objectives call for a significant increase in public investment outlays. This increase in investment needs to be matched by higher saving so as to avoid pressure on the external current account and ensure macroeconomic stability.
Following these two analytic steps, we hope to have addressed several topical fiscal policy questions.
(1) Why is reform required when the present fiscal position is so strong? Fiscal reform is necessary because a number of prospective fiscal developments could lead to a violation of the two minimum conditions for fiscal policy. Moreover, economic growth objectives call for a significant increase in public investment outlays, which will threaten macroeconomic stability without fiscal reform.
(2) What size of fiscal reform is necessary to secure the government’s macroeconomic objectives? Analysis suggests that government infrastructure investment and savings need to increase significantly in the coming years. A growth accounting framework prepared for illustrative purposes suggests that government infrastructure investment would need to increase by at least 1½ percent of GNP to sustain rapid growth over the next ten years. At the same time, public savings should increase by about 6 percent. An illustrative scenario suggests that revenue or expenditure measures of some 2½ percent of GNP will be required on top of the increases in saving that will result from reduced interest expenditure (relative to GNP) and the natural elasticity of the tax system.
(3) How can higher public savings be achieved? Measures to increase savings will need to concentrate primarily on increased revenues rather than on reduced expenditure. Expenditure levels are relatively low by the standards of the Association of South East Asian Nations (ASEAN), and—other than through civil service reform to limit the growth of personnel expenditure—there is little room for adjustment. By contrast, a comparison with other ASEAN countries suggests that there is considerable scope for increasing tax collections in the Philippines. For these reasons, the government is planning to implement a comprehensive tax reform that aims to broaden the tax base, simplify the system, and improve administration.
This section analyzes whether fiscal policy meets the two minimum criteria established above: sustainability and the maintenance of minimum levels of investment.
A fiscal policy is sustainable if it can be maintained indefinitely without leading the government into insolvency, whereas a fiscal policy is unsustainable if the stance is expected to result in an outcome that makes fiscal reform inevitable. Yet, fiscal sustainability is just a minimum condition for fiscal performance because a fiscal stance can be sustainable without necessarily being desirable. For example, a policy that entails wasteful government expenditure financed by poorly designed taxes might be sustainable but inferior, from an efficiency and growth perspective, to a policy characterized by lower spending and taxes. Moreover, the crowding out of private investment, current account deficits, and inflation concerns make public debt an important policy issue apart from the narrow issue of fiscal sustainability. Thus, tests of fiscal sustainability examine only whether a fiscal policy could be continued indefinitely, not whether it should be continued.
In this section, we review some ratios that indicate the improvement in the fiscal stance in recent years and provide a history of fiscal developments. Although the indicators suggest that fiscal sustainability may not be a problem in the Philippines, they apply to only a few recent years and are impressionistic. Accordingly, we undertake an econometric exercise to determine if the sustainability of fiscal policy can be demonstrated empirically over a longer period. This econometric analysis draws on data for 1970-93. We find that while both the stock of debt and the debt-to-GNP ratio are stationary, we cannot conclude that fiscal policy is sustainable. This result emphasizes the importance of maintaining and building on the recent improvement in the fiscal accounts.
The prospects for sustainability have improved in recent years. The ratio of debt to GNP has fallen, and both the national government and the consolidated public sector have moved from deficit to near balance. While the ratio of interest to total expenditure in the Philippines is among the highest in the world, this situation has persisted for many years and, although a consideration for fiscal sustainability, is not of immediate concern. Developments in some key fiscal indicators can be summarized as follows.
Overall and primary budget deficits. The elimination of the consolidated public sector deficit and the growing primary surplus of the national government both suggest that current fiscal policy in the Philippines is sustainable. The overall deficit in the consolidated public sector has improved markedly in recent years. As recently as 1990, it stood at nearly 5 percent of GNP. Between 1991 and 1993, it dropped to an average of 2 percent of GNP before falling to 1 percent of GNP in 1994 and to near balance in 1995.
The national government budget deficit has also declined significantly. Between 1985 and 1991, the deficit averaged 2.6 percent of GNP and was never below 2 percent in any year. After a two-year period during which the deficit was about 1.5 percent of GNP, the national government budget has remained largely in balance; deficits were on the order of 0.3 percent of GNP in 1994 and 1995. The primary surplus has also improved. In 1985, it was less than 1 percent of GNP, and in 1986 the national government ran a primary deficit of more than 1½ percent of GNP. Subsequently, the primary surplus ranged between 3 percent and 4 percent of GNP before improving to 5 percent of GNP in 1995.
Level of public indebtedness. Public debt ratios have generally stabilized or come down in recent years. In relation to GNP, public debt peaked at almost 150 percent of GNP in the mid-1980s before declining to about 100 percent of GNP in 1995.
Figure 1 shows the time path of public sector debt during 1970-95: it roughly tripled in dollar terms every five years between 1970 and 1985 and then more than doubled between 1985 and 1995. Figure 2 graphs the discounted stock of public sector debt during 1970-93 and suggests a division into three subperiods.1 Between 1970 and 1984, the discounted value of the stock of debt increased steadily. Beginning in 1984, coincident with the Philippines’ debt crisis, the stock of debt grew rapidly, doubling in only two years. The large increase in total public sector debt was due primarily to large increases in the national government’s external and, especially, domestic debt (although the debt of the Central Bank of the Philippines also increased sharply), reflecting the assumption of significant amounts of guaranteed private sector obligations from debt rescheduling. Finally, since about 1986, the discounted value of the stock of public sector debt has remained relatively constant, with a sharp increase between 1990 and 1992 offset by declines in other years.
Figure 2. Discounted Public Sector Debt
(In billions of 1970 U.S. dollars)
Sources: Philippine authorities; World Bank, World Debt Tables; and authors’ calculations.
A roughly similar pattern prevails for the ratio of public sector debt to GNP (Figure 3). Between 1970 and 1979, the debt ratio was essentially constant, with the ratio in 1979 actually marginally lower than the ratio at the beginning of the decade. Between 1979 and 1986, the debt ratio increased more than sevenfold, growing by more than 80 percent of GNP between 1984 and 1986. Finally, the debt ratio has generally declined since about 1986.
As with the consolidated public sector, the debt of the national government has increased sharply in recent years, growing by a factor of nearly five between 1985 and 1995 (Figure 4).2 Although the debt-to-GNP ratio for the national government was lower in 1995 than at its peak in 1986, it was not significantly lower than its level at the beginning of the 1990s and as recently as 1993 was close to its peak level (Figure 5).
Interest expense. National government interest expenditure relative to GNP has remained fairly constant in recent years, remaining between 5 percent and 6 percent of GNP every year since 1987 despite the decrease in the debt-to-GNP ratio. Interest constitutes a large share of total national government spending, accounting for about 30 percent of total expenditure every year since 1987. In 1993 (the last year for which data are available for all Asian countries), interest accounted for a higher percentage of central government expenditure in the Philippines (27 percent) than in any other Asian country (IMF, Government Finance Statistics, various years). Among 98 countries, interest expense constituted a higher share of total central government expenditure in only four countries: Mexico, Brazil, Bulgaria, and Greece.
While national government interest expense is high, it has remained fairly constant relative to GNP and to total expenditure for several years. This pattern suggests that interest expense is not a threat to sustainability. Nevertheless, the large share of resources that must be devoted to paying interest hampers the flexibility of the national government to respond to economic shocks or to increase spending on priority items. Thus, the large interest expenditures of the national government contribute to the possibility of more rapid increases in debt in case of an economic shock.
To sum up, current and historical data indicate a sharp improvement in the fiscal accounts over the last several years, with the overall balance improving and the stock of debt declining relative to GNP. These findings suggest that fiscal policy may now be sustainable.
In this section, we undertake a formal econometric exercise to test whether the qualitative finding of the previous section—that fiscal policy may be sustainable—can be demonstrated through quantitative techniques. The test developed in this section depends on the current expectation about the size of the stock of public debt in the infinite future. To calculate this expected value, we look at historical data for 1970-93 to model the data-generating process for public debt. The approach implicitly assumes that no fundamental shift in fiscal policy has occurred, so that the historical process remains valid. However, it does allow for the effects of a onetime exogenous shift in the process owing to the public assumption of private sector debts during the debt crisis. At the end of the section, we consider the possibility that a fundamental shift in the fiscal regime has in fact occurred in the last few years.
Formal statistical tests of fiscal sustainability are based on a multi-period application of the single-period government budget constraint.3 The government budget constraint, equation (1), is an accounting identity stating that the increase in government debt in any period t is equal to the sum of the primary surplus (revenue less noninterest expenditure), interest expenditure, and any change in government cash balances. Thus, the constraint facing the government takes the form
where Bt is domestic-currency-denominated government debt; is foreign-currency-denominated government debt in foreign currency; Xt is the current period exchange rate; rt-1 is the ex post interest rate on domestic-currency-denominated debt;
is the ex post interest rate on foreign-currency-denominated government debt; St is the primary surplus of the government; and ΔCt, is the change in government cash balances.4
The budget constraint must be satisfied over time to avoid insolvency. Consequently, if debt is incurred in one period, the budget will have to generate a primary surplus in another period to satisfy that debt obligation. The next step is to reformulate the preceding simple budget constraint to derive a testable condition—that the expected value of future primary surpluses must equal the current stock of debt—or, in other words, to satisfy the basic solvency condition. This analysis, shown in Appendix I, develops the following testable equation:
where dt is the discounted (by the interest rate) value of public sector debt at time t, and Et is the expectations operator conditional on information available at t.
Equation (2) provides a test of fiscal solvency: if the current fiscal policy is sustainable, the unconditional expectation of the discounted public sector debt should be zero. In other words, the statistical requirement is that the public debt series is stationary and zero-mean, which establishes the conclusion that the present fiscal policy can be sustained indefinitely without the need for reform. By contrast, if the expectation of the public debt series is nonzero over the infinite horizon, this means that the public debt series is, ultimately, not sustainable. A change in fiscal policy is inevitable in this case because the public sector will eventually be unable to service its debt. But, solvency is not established even if the process is covariance stationary. The presence of a deterministic component—for example, a time trend or a nonzero intercept—means that the unconditional mean of the series is not equal to zero, and this implies eventual insolvency if policies are not changed.
From Wold’s Representation Theorem, we can assume that dt follows a multivariate ARIMA process of the form
where
η(L) = [I - θ(L)]-1 [I-ρ(L)],
and where ρ(L) is a pth-order polynomial, θ(L) is a qth-order polynomial, and γ0 is the unconditional mean of the stationary series (I - L)mZt. The vector Zt includes dt as its first—but not necessarily only—element; and et is a vector white-noise process. The solvency conditions are therefore twofold. First, Zt must be stationary. Second, the first element of γ0 must be equal to zero. We use a special case of equation (3), namely,
In this case, discounted public debt will be nonstationary if α ≥ 1. In addition, even if α < 1, discounted public debt will be nonstationary if there is a nonzero deterministic trend (i.e., if (β ≠ 0). Finally, if μ ≠ 0, the solvency condition is still violated (because the expectation of dt+N is not zero) even though the time series is stationary.
Statistical tests suggest that both the discounted public sector debt and public sector debt ratio for 1970-93 are nonstationary, which implies that fiscal policy is not sustainable (Table 1).5 This result underscores the importance of maintaining the recent improvement in the fiscal accounts reported in the previous section. Unit root tests for the discounted stock of public sector debt and the ratio of debt to GNP were conducted using both Augmented Dickey-Fuller (ADF) and Phillips-Perron tests (See Dickey and Fuller, 1979 and 1981; and Phillips and Perron, 1988). While the Phillips-Perron test admits a broader class of errors than the ADF test, its small sample properties are poor. Because the results from the twotests are similar, only the ADF results are reported here. The null hypothesis for the ADF test is that α = 1 and β = 0. We are unable to reject the null hypothesis of a unit root in the time series, leading to the conclusions that both the discounted public sector debt and the public sector debt ratio are nonstationary and that fiscal policy is not sustainable.
Table 1. Unit Root Tests for Discounted Public Sector Debt and Debt Ratio Model with Time Trend: dt + μ + βt + αdt-1 + ut
1 Critical values are based on a sample si/.c or’25 and are derived from Fuller (1976) and Dickey and Fuller (1981). To evaluate these critical values, consider the test statistic ta. This statistic is atest of whether the true value of α is 1, based on the derived estimate of its value. The estimated equation contains random error terms, so the estimated value of a will never precisely equal its true value. The further the estimate from 1, the less likely that the true value of a is 1. Based onan assumed distribution of fa, if the true value of a were 1, we would observe the values of ta that are less than the 99 percent critical value less than 1 percent of the time. We would observe values less than the 95 percent critical value less than 5 percent of the time. These probabilities are small enough that they reject the hypothesis that the true value of α is 1. However, given that our ta is greater than either of these values, we cannot reject the hypothesis that a is equal to 1.
The ϕ3 statistic is a test of the joint hypothesis that α = 1 and β = 0. Our inability to reject the null hypothesis implies that both assumptions hold, a result corroborated by the other three test statistics. The tα and tβ statistics are the t-statistics resulting from the regression (with tα calculated as a test for α = 1), while the n(α - 1) statistic is based on the ordinary least squares (OLS) estimate of α and on the sample size. Again, on the basis of these statistics, we cannot reject the null hypotheses that α = 1 and β = 0.
Additional support for the result that sustainability cannot be established is contained in Table 2. Having “proved” that β = 0, we repeat the ADF test for a unit root in discounted public sector debt and the public sector debt ratio using the model
dt = μ + αdt-1 + ut,
that is, omitting the time trend. We find again that we cannot reject the null hypothesis that α = 1. In addition, we find no evidence of a nonzero drift. The ϕ1 statistic is used to test the joint hypothesis that α = 1 and μ = 0. The failure to reject the null hypothesis is buttressed by the results from the tests on the t-statistics and on n(α - 1). These tests fail to reject the hypothesis that the series contains a unit root with no drift. The finding—an inability to reject the presence of a unit root in the discounted public sector debt series—requires two qualifications.
Table 2. Unit Root Tests for Discounted Public Sector Debt and Debt Ratio Model without Time Trend: dt = μ + αdt-1 + ut
1 The critical values are based on a sample size of 25 and are derived from Fuller (1976) and Dickey and Fuller (1981). The critical values differ from those in Table 1 because the model is estimated without a time trend.
First, the extremely small sample size produces large standard errors. This feature of the test is unlikely to change the conclusion that fiscal policy is unsustainable because it appears that the series contains either a unit root or a time trend. Consider the evidence of a unit root in the series. In the first equation, the OLS estimate for a is 0.65 for discounted public sector debt and 0.69 for the public sector debt ratio, neither of which is very close to 1. However, the relatively large standard error on the estimate limits the size of the r-ratio. For example, for public debt, the OLS estimate for a would have to be less than 0.43 to reject the presence of a unit root at the 95 percent level. Thus, estimates closer to zero than to one could still fail to reject a unit root. The implication is that, given the small sample size, rejecting the null hypothesis of a unit root even for many series that are actually stationary would be very difficult. Yet, even if we reject the hypothesis of a unit root, we still cannot establish sustainability. The reason is that, in this case, standard t-ratios would apply and the hypothesis of no time trend could be rejected at the 5 percent level (using a critical value of 1.96).
Second, the possibility of a structural break in the series during the early or mid-1980s is a qualification to the result that fiscal sustainability cannot be established using the unit root test. As noted earlier, public sector debt increased sharply between 1984 and 1986, owing in large part to the assumption of guaranteed private sector debts. Perron (1989) notes that the presence of a structural break in a series can lead to a dramatic loss of power in standard unit root tests. Perron develops an alternative procedure for testing for a unit root in the presence of a single break in the level or slope of the trend function. The procedure is to introduce two new variables: a dummy variable that has a value of zero for all periods up to the date of the structural break and of one for all periods after that, and a trend function that begins in the period following the break. The time series is “demeaned” and “detrended” by regressing it on a constant, a time trend, and the two new variables, and an ADF test is performed on the residual to test for the presence of a unit root.6 We allow the data to identify the date of the structural break by choosing the date that maximizes the F-statistic for the dummy level and trend variables. This procedure suggests that the break in the data occurred in 1984—for both the public debt and the public debt ratio—which is in fact the year immediately before the large jump in the level of discounted public sector debt.
Conducting the ADF test on the residuals from the regression involving the discounted stock of public sector debt, we obtain a t-statistic on the detrended and demeaned series of -4.05, which is between the 90 percent and 95 percent critical values for the test (of-3.86 and -4.18, respectively). Given that the coefficient on the lagged value of the detrended and demeaned public sector debt is only 0.16, rejecting a unit root in this series seems reasonable. Moreover, a Wald test on the estimated coefficients for the two time trends cannot reject the hypothesis that the post-break series contains no time trend (i.e., that the coefficients on the two time trends sum to zero). However, the hypothesis that the post-break series has no intercept term is rejected at the 1 percent level, which again leads to the conclusion that fiscal policy is, ultimately, unsustainable.
After detrending and demeaning the data on the public sector debt ratio, we used an ADF test on the residual, producing a t-value of -4.27, which is sufficient to reject the hypothesis of a unit root at the 5 percent critical value. Using a Wald test, the hypothesis that the post-break series has no time trend cannot be rejected at the 5 percent level. In fact, the estimated coefficient on the post-break trend (i.e., the sum of the coefficients on the two trend variables) is extremely close to zero. However, the hypothesis that the post-break series has no intercept can be rejected at the 1 percent level. Thus, the series again seems to imply that policy would not lead ultimately to the repayment of public debt.
This analysis, based on the period 1970-93, cannot prove that fiscal policy has been sustainable. Once allowance is made for the presence of a structural break, sustainability is violated not because the stock of debt is nonstationary—which would imply that it would eventually spiral out of control—but rather because both series appear to have converged to long-run, positive values. Technically, this violates the sustainability condition because it means that at some point policy will need to be changed to repay the debt. However, the finding that the series are stationary means that no changes in fiscal policy would be required to prevent the stock of debt from increasing without bound.
What conclusion can be drawn from these results? The econometric evidence suggests that during 1970-93 fiscal policy was not on a sustainable path. The informal review of fiscal indicators, however, suggests that sustainability may no longer be a concern now that the overall deficit has disappeared and the ratio of debt to GNP has fallen. One possibility is that a fundamental change has recently occurred in the fiscal regime. Another is that the recent developments are merely temporary deviations from the long-run path. The fact that no major revenue or expenditure measures have been introduced in recent years gives some support to this latter interpretation.7 Instead, much of the improvement in the fiscal position of the public sector has been due to privatization receipts (which in 1995 totaled 1.3 percent of GNP for the public sector), the rundown in national government cash balances (which between 1993 and 1995 reduced the nominal stock of debt by almost P80 billion, more than 4 percent of 1995 GNP), and rapid economic growth (which reduced the interest expenditure of the national government by more than 2 percent of GNP between 1992 and 1995 even as it remained almost constant in peso terms).8 If rapid output growth persists, the ratio of debt to GNP will probably continue to fall. However, in part because privatization receipts are nonrecurrent and because government cash balances are close to minimum working levels, it is by no means clear that any fundamental break with past fiscal policy has occurred. The government itself has recognized that the privatization program is temporary, stating that in addition to enhancing economic efficiency, the program would provide a window of opportunity during which a sustained fiscal reform (such as the proposed comprehensive tax reform) could be initiated.
However, even if the fiscal regime had changed fundamentally in the last few years, so that the first minimum condition for fiscal policy—sustainability—had been achieved, it would not follow that there was no need for further fiscal reform. The reason is that prospective fiscal developments may lead to the violation of the second minimum condition: maintaining government infrastructure investment at 3 percent of GNP while preserving fiscal balance. The following section examines whether the current fiscal stance is compatible with prospective developments.
This section examines whether, given the identifiable trends, the current stance of fiscal policy can be maintained. We characterize this fiscal policy as requiring that government infrastructure investment be equivalent to at least 3 percent of GNP and that fiscal balance be maintained.9 We find that prospective fiscal developments will require major fiscal reform, such as the government’s comprehensive tax reform plan, to maintain this minimum fiscal policy requirement.
Action may be needed to preserve the current fiscal stance for several reasons. Much of the recent improvement in the fiscal accounts has been based on nonrecurrent revenue sources, such as privatization, and these receipts might decline; revenues from international trade taxes might drop because tariffs are being reduced; civil service salaries are rising; and increases in transfers to local government units are required under the local government code.
Nonrecurrent revenues. About half of the 3 percentage points of GNP increase in revenues of recent years stems from nontax revenues that are nonrecurrent. In the coming years, however, these receipts will decline, reducing revenue by about 1 percent of GNP beginning in 1997 and by about 2 percent of GNP over the medium term. This decline will stem from three sources. First, in 1994, 1995, and 1996, privatization contributed significantly to government revenues. However, the privatization program was largely completed by 1996, and in future years these receipts are likely to be much smaller.10
Second, the government has benefited from large interest earnings on its deposits at the central bank. Until recently, the national government maintained a policy of building up its cash balances at the central bank to help the bank absorb liquidity created through purchases of foreign exchange and through the bank’s own operating losses. However, following the central bank’s financial restructuring in late 1993, the national government has run down its balances to low operating levels, thereby reducing future interest earnings. In addition, even if the national government’s cash balances increase somewhat over time, interest earnings are still likely to decline as a share of GNP as long as recent rapid economic growth persists.
Third, nontax revenues, in the form of fees and charges, are increased only occasionally and may not be sufficient to reverse a steady erosion in real rates. Unless future discretionary adjustments are made to keep fees and charges in line with prices, their contribution to revenues as a share of GNP will fall sharply. Even if fees are adjusted to keep pace with price inflation, fees and charges will fall as a percentage of GNP because of their low elasticity.
International trade taxes. The program of tariff reduction is another important fiscal development. By the year 2003, the maximum standard tariff rate will decline from the current 30 percent to 10 percent. By 2004 it will fall further, to 5 percent. The potential impact on customs revenues can be illustrated using 1995 import data. In 1995, total nonoil imports (c.i.f.) amounted to P690.1 billion. A uniform 5 percent tariff levied comprehensively on these imports would have raised P34.5 billion in customs collections, compared with the P61.1 billion that was actually assessed.11 The difference between the two amounts, of P26.6 billion (1.4 percent of GNP), represents the minimum that would have been lost if the new tariff regime had applied in 1995. It is a minimum revenue loss because the 5 percent tariff is unlikely to be comprehensive. In 1995, about 44 percent of non-oil imports were exempt from duties. At this exemption level, the revenue loss from a 5 percent tariff, compared with prevailing 1995 tariffs, would have equaled 2.1 percent of GNP.12
Transfers to local government units. The growing mandated transfers from the national government to local government units are another important fiscal development. In 1991, the Philippine congress passed a local government code specifying that, by 1994, transfers to local government units would be 40 percent of the internal revenue (tax revenues excluding international trade taxes) collected by the national government three years previously. As this formula has been phased in, transfers to local government units have increased from 0.5 percent of GNP in 1991 to 2.7 percent in 1995, making them the fastest growing item of national government expenditure. The share of local government units in the budget will continue to grow in the next few years, because of a recent change in the tax treatment of oil, which reduced import duties but increased excise taxes (which are part of internal revenue).
Transfers to local government units are also likely to grow rapidly over the medium term because of the decline in revenues from international trade taxes that will accompany the anticipated tariff reform. If total tax revenues are kept constant through increases in domestic tax revenues that are exactly equivalent to the declines in international trade taxes, only 60 percent of the revenue generated by the new domestic taxes will be available for discretionary spending because the balance is transferred to local government units. Accordingly, domestic tax revenues would need to increase by 1.7 percentage points of GNP for every 1 percentage point of GNP decrease in international trade tax revenues if the current, already low levels of discretionary expenditure are to be maintained.
Public debt and interest rates. Over the past few years, the government’s debt-service burden has declined significantly. Interest payments dropped from 6.2 percent of GNP in 1994 to 4.7 percent in 1996, owing in part to the strong fiscal position and in part to a stabilization of nominal interest rates.13 Together, these developments have allowed interest expenditures to remain steady in nominal terms. Meanwhile, rapid growth has enabled the debt-to-GNP ratio to fall.
A reversal of recent favorable interest rate trends could, however, have significant implications for the budget. External debt is largely bilateral fixed-rate debt, and so is not subject to interest rate changes (although exchange rate changes affect debt service). Domestic debt, however, accounts for more than half of the stock of debt and nearly four-fifths of interest payments. This domestic debt is nearly all short term, making the budget position extremely sensitive to shifts in monetary policy or in investor confidence. With national government domestic debt totaling about 37 percent of GNP at the end of 1995, a 1 percentage point increase in domestic interest rates could increase government interest expenditure by nearly 0.4 percent of GNP.
Figure 6 suggests that there is a link between real domestic interest rates and the consolidated public sector deficit. If the factors discussed above—the decline in revenues from nonrecurrent resources or from tariff reform and the continued increase in nondiscretionary expenditure—were to lead to an increase in the deficit, domestic interest rates would most likely increase, placing further pressure on the budget.
Figure 6. Consolidated Public Sector Deficit and Real Interest Rates
Sources: Philippine authorities; and IMF, International Financial Statistics.
Civil service salaries. Under the Salary Standardization Law, civil service salaries are to roughly double between 1994 and 1997. The implementation of the law has already led the government wage bill to increase from about 5.2 percent of GNP in 1993 to a projected 6.0 percent of GNP in 1996, despite rapid real GNP growth. In 1997, expenditure on personnel services is forecast to increase further, to some 6.6 percent of GNP. Although 1997 is the final year of implementation of the law, because much of the 1997 wage increase will be granted only in November, personnel expenditure will increase sharply again in 1998. Thus, between 1993 and 1998, expenditure on personnel services may increase by 1½ percent of GNP. Moreover, even after full implementation, civil service wages are still likely to lag behind those in the private sector, especially for managers. Therefore, unless steps are taken to contain employment, the wage bill could well continue to grow. For this reason, the government plans to streamline the civil service.
An illustrative medium-term scenario has been prepared to examine the impact of these prospective developments. This scenario shows that, without tax reform (but with civil service streamlining), cuts to capital expenditure will be necessary to maintain budget balance. National government infrastructure expenditure falls from about 3.0 percent of GNP in 1995 and 1996 to just 2.2 percent of GNP in 1998 and does not recover to its previous levels until 2000. National government savings remain stagnant, with only minimal improvement for most of the projection period. This means that while the debt-to-GNP ratio continues to decline, because fiscal balance will be maintained, essential infrastructure investment will need to be cut, and improvement in national savings may be retarded.
Table 3 presents a medium-term scenario that illustrates the effects of the developments discussed above. The scenario is predicated on the following assumptions:
Table 3. Hypothetical Medium-Term Scenario
(In percent of GNP)
Sources: Philippine authorities; and authors’ estimates.
Under this scenario, cuts in capital expenditure will be necessary to preserve fiscal balance. In 1997, revenue declines by 0.7 percent of GNP, owing to the drop in privatization receipts, along with modest declines in other nontax revenues. Meanwhile, current expenditure remains largely constant, with the combined effects of higher expenditure for personnel services and an increased allotment for local government units that offsets the benefits of continued declines in interest expenditure. As a result, capital expenditure would have to be cut by ½ of 1 percent of GNP to maintain the fiscal balance. Additional cuts would be required in 1998. By 1999, declines in interest expenditure and personnel services would begin to outstrip the fall in trade taxes and nontax revenues, and capital expenditure would begin to increase. Nevertheless, only in 2000 would capital expenditure recover to its projected 1996 level.
The scenario illustrates that present fiscal policy, defined as fiscal balance with infrastructure investment of at least 3 percent of GNP, cannot be maintained. Fiscal reforms will be necessary if one or both of these conditions are not to be violated. This reduced infrastructure investment would probably have implications for output growth, although it is difficult to quantify them precisely.15
Furthermore, there are three reasons why—without reform—the reduction in capital expenditure and growth might be larger than envisaged. First, the scenario is predicated on continued rapid output growth throughout the projection period. Growth could be substantially lower than assumed if private investment, labor supply, or total factor productivity does not increase by the strong margins assumed in the scenario. Slower growth would imply lower revenues and lower capital spending.
Second, the scenario assumes no increase in domestic interest rates. Although the cuts in investment assumed in the scenario are substantial, they would be much larger were it not for the persistent decline in interest expenditure over the projection period. Higher interest rates would require either additional cuts in capital expenditure or an increase in the deficit. If the latter occurred, this fiscal deterioration could provoke another increase in interest rates, swelling the deficit even further and creating a vicious circle. In addition, debt ratios could rise if interest rates exceed nominal output growth, even though the national government would be running a primary surplus.
Third, the scenario assumes no real increase in expenditure for personnel services. As a result, all of the decline in the ratio of personnel expenditure to GNP after 1998 is available for increased capital expenditure. If real wages are to be increased further at any point after 1998, the scenario assumes enough of a reduction in the level of civil service employment to keep real expenditure constant. Otherwise, if capital expenditure is not reduced, the deficit will increase.
This scenario sheds some light on the key question raised earlier—whether the recent improvement in fiscal indicators represented a new regime or a temporary deviation from the long-term path. Although not conclusive, the scenario suggests that it may well represent the latter. Certainly, it illustrates that without fiscal reform it will be impossible to maintain the current fiscal stance. Instead, investment will need to be cut, possibly by large amounts, if growth falters, interest rates rise, or personnel spending increases.
The previous section focused on minimum conditions for fiscal policy. It found that even if fiscal policy is sustainable—in the sense that public debt obligations can be met—the present policy of maintaining fiscal balance while keeping government investment expenditure at 3 percent of GNP cannot continue. Accordingly, a shift in the fiscal regime will be necessary. This section looks at the fiscal policy that would be required to help achieve the government’s broad macroeconomic goals, especially for growth and savings.
This section looks at public investment and the capital stock in the Philippines and its neighbors and concludes with an estimate of the level of government capital expenditure that would be required to support continued rapid output growth.
The required level of public investment depends on the overall economic strategy. In countries where the public sector provides nearly all the required infrastructure, public investment will naturally tend to be higher than in those—such as the Philippines—where the private sector plays an important role. Still, the gap between public infrastructure spending in the Philippines and its ASEAN neighbors is too large to be explained solely by different economic roles of the state.
On average, capital expenditure in other ASEAN countries is more than 2 percentage points of GNP higher than in the Philippines. These countries also tend to devote a larger share of government expenditure to capital spending than in the Philippines, largely because of the significant interest expenditure incurred by the Philippine government. Table 4 shows data on average levels of central government capital expenditure as a share of GDP in five ASEAN countries during 1990-93 (the last year for which International Monetary Fund Government Finance Statistics data are available for all countries).
Table 4. Government Capital Expenditure in ASEAN Countries
(Averages, 1990–93)
Source: IMF, Government Finance Statistics Yearbook, 1995
Low current-period expenditure on capital investment would be less of a concern if the stock of public capital were adequate. However, the relatively low level of capital expenditure has persisted in the Philippines for some time: government investment averaged just 2.8 percent of GNP between 1977 and 1995. As a point of reference, national government investment averaged 3.9 percent of GNP in Thailand over the same period. Based on reasonable assumptions, this means that the stock of capital is about $500 a person higher in Thailand than in the Philippines. Allowing for a moderate rate of depreciation, the stock of national government capital in Thailand equaled about $757 a person at the end of 1995, compared with about $268 a person in the Philippines.16 The accumulated shortfall of about $500 a person represents a difference of some $33 billion in national government investment.17
To close the gap between the per capita public capital stocks in the Philippines and Thailand in the next ten years, national government investment would need to equal about $5.3 billion a year at current exchange rates, or double its current level. To close the gap over the next twenty years would require national government investment of about $4.7 billion a year, an increase of nearly 80 percent over current investment levels (to 6.3 percent of GNP from 3.4 percent of GNP in 1995). Moreover, these figures assume no growth in population. Rapid population growth could dramatically increase the investment requirement. Even without population growth, it would take ten years of doubled national government investment to reach the per capita stock of national government capital that now prevails in Thailand. As current investment is already much higher in per capita terms in Thailand than in the Philippines, under existing policies the gap will only widen.
Anecdotal evidence also suggests that the stock of public capital in the Philippines lags behind that of other lower-middle-income countries. For example, the paved-road density in the Philippines (the number of kilometers of paved road for every 1,000 inhabitants) was only 242 in 1992 according to the World Bank (1995b), compared with 841 in Thailand, 509 in the Republic of Congo, 476 in Ecuador, and 542 in Senegal.18 That same year, according to the World Bank, the number of telephone mainlines for every 1,000 inhabitants was only 10.3 in the Philippines, compared with 112.0 in Malaysia and 31.0 in Thailand.
The energy sector will also place considerable demands on public investment. Although independent power producers have alleviated the electricity shortages of the early 1990s, capital requirements for power generation are expected to equal about $10 billion between 1994 and 2000. Although much of this expenditure will be undertaken by independent producers or newly privatized elements of the National Power Corporation, investment in transmission (which will remain a public sector monopoly) is expected to exceed $3 billion over the same period. In sum, it appears unlikely that prevailing rapid rates of real GNP growth can persist without an increase in government capital expenditure.
The implications of low levels of current investment for the stock of national government capital are probably compounded by low maintenance and operations expenditure. Low maintenance and operations outlays accelerate rates of depreciation of the capital stock. For example, about 40 percent of national concrete roads are reported to be in only fair-to-poor condition, along with 75 percent of national asphalt roads and 100 percent of gravel roads. Maintenance expenditure on roads was $33,500 a kilometer in 1994, less than half the amount required. Similarly, operations and maintenance expenditure by the Metropolitan Waterworks and Sewerage System is estimated at $0.04 a cubic foot of water, about half of what is spent in Bangkok and the lowest amount in the region. As a result, the water system is expected to require substantial amounts of new investment in the near future.19
By how much must national government investment increase to achieve the government’s growth target of about 7 percent? Using the growth accounting framework set out in Appendix II, it would appear that an increase in government investment to about 9 percent of GNP by the end of the forecast period would be called for. Such a large increase in investment is probably not feasible. Of course, such estimates of the desirable government investment levels are very sensitive to the assumptions of productivity growth, implementation capacity, and the ability of the private sector to take over some investment projects from the public sector. For example, if total factor productivity growth increases from the assumed 1 percent a year over the projection period to 1.5 percent, national government investment needs to rise only to about 5 percent of GNP by the end of the projection period—an increase of about 1½ percent over its 1995 level—in order to maintain real growth of 7 percent annually. At 5 percent of GNP, national government investment in the Philippines would still be below the ASEAN average for 1990-93, which should be seen as a minimum target. Indeed, given the critical shortage of infrastructure capital in the Philippines, the rate of return on national government investment is likely to be quite high, particularly if it is accompanied by fiscal policies that help preserve macroeconomic stability and confidence.
Fiscal policy will play a key role in ensuring that macroeconomic stability is preserved through its implications for national savings and the external accounts. As the domestic saving-investment gap widens, foreign savings must necessarily increase. However, if substantially increased access to foreign savings is unlikely or undesirable, fiscal policy will be inconsistent with macroeconomic stability. This section discusses the interaction between public and private savings to develop a sense of the increase in public savings required to ensure that fiscal policy is compatible with macroeconomic objectives, including external policy. It concludes with some indications of how the required increase in savings can be achieved.
Higher domestic saving rates may have direct, favorable implications for economic growth for two reasons. The first reason is that the current favorable debt dynamics in the public sector would be preserved. Although an exact rule for determining a country’s maximum sustainable current account deficit is unavailable, it seems that large increases in the current account could not be financed without a significant increase in domestic interest rates. This would undo the favorable debt dynamics the Philippines has enjoyed in recent years, potentially creating a vicious circle in which higher interest rates increase the public sector deficit, lowering confidence and further increasing interest rates. In addition, the foreign savings attracted by higher interest rates would probably be short term, increasing the economy’s vulnerability to shocks. The second benefit of higher domestic savings is suggested by the considerable econometric evidence pointing to the relationship between saving and growth rates in other ASEAN countries. This result may seem surprising for an open, modern economy. Of course, in a closed economy, savings and investment are inextricably linked, and if higher rates of investment imply higher long-run growth rates (as in some recent models of endogenous growth), a correlation between saving rates and output growth follows.20 However, in an open economy there is no reason for domestic saving and investment rates to be equal or, it would appear, for high domestic saving rates to correlate with rapid output growth in the long run. Nevertheless, research by a number of economists shows that even in highly open economies with ready access to international capital markets, domestic savings and domestic investment are closely linked.21
An increase in government investment matched by a similar increase in government savings would most likely have implications for the external current account balance, because declines in private savings may offset part of the increase in national government savings. For example, if full Ricardian equivalence holds, private savings will fall enough to offset the entire increase in government savings. In that case, any increase in national government investment would directly worsen the current account. The larger the extent of the offset, the greater the degree to which higher government savings reduce private savings, and the more significant the impact of higher national government investment on the current account.
Empirical studies that have attempted to estimate the size of the offset between public and private savings have obtained different results, depending on the countries and periods covered, the variables included, and the econometric techniques employed. Dayal-Gulati and Thimann (see Chapter 7 in this volume) examine a cross section of ASEAN countries and find an offset of only about 0.2 (meaning, for example, that a P1 increase in national government savings would lead to an increase of 80 centavos in national saving). The same study finds an offset of about 0.7 for Latin American countries, which—with their relatively high debt stocks—may share some of the Philippines’ characteristics. In preliminary empirical work using only Philippine data for 1978-95, we obtained an offset of 0.76. A recent cross-sectional study of saving in countries with IMF programs obtained an estimated offset of 0.70 (see Savastano, 1995).
The high domestic saving rates of other ASEAN countries will not be achieved in the Philippines in the near future. However, the larger the extent of the offset between public and private savings, the more public savings will need to be increased to mobilize a given level of national savings. If the offset is, indeed, as large as about 0.7, a very significant increase in government savings would be called for.
A strong case can be made for increasing government savings substantially in the Philippines: between 1991 and 1995, public savings averaged only about 3 percent of GNP, compared with 7 percent of GDP in Indonesia and 12-13 percent in Malaysia, Singapore, and Thailand. It is unlikely that the Philippines can achieve the high saving rates of its neighbors in the next several years, but it should nevertheless be possible to close much of the gap relative to the ASEAN norm. Higher savings would help preserve the favorable debt dynamic and would also reduce the risk to the economy of excessive reliance on foreign savings. An increase in government savings of 6 percent of GNP over the next ten years (relative to the 1996 level of 3.2 percent of GNP) would bring the Philippines much closer to the average level of public savings in ASEAN countries. In addition, even if the offset between public and private savings is as large as about 0.7, higher national government savings of about 6 percent of GNP would help ensure that an increase of 1½ percent of GNP in national government investment does not lead to a worsening of the current account deficit. To the extent that the offset is less than 0.7, an increase in government savings of about 6 percent of GNP would strengthen the current account balance.
An illustrative scenario, shown in Table 5, achieves 7 percent real output growth supported by higher government savings and higher investment. Under the scenario, national government investment increases by 1½ percent of GNP between 1996 and 2005, while national government savings increase by 6 percent over the same period. The government runs a substantial fiscal surplus throughout the projection period, which reaches nearly 4 percent of GNP by the end of the projection period. In the scenario, these surpluses are used to reduce the national government debt, so that by the end of the projection period the debt-to-GNP ratio of the national government falls to 11 percent, half the level in the scenario described earlier (Table 3). The scenario does not assume that domestic interest rates fall because of the fiscal surplus. If this were to happen, government interest expenditure would decline, further increasing the surplus and possibly creating a virtuous circle.
Table 5. Alternative Hypothetical Medium-Term Scenario
(In percent of GNP)
Sources: Philippine authorities; and authors’ estimates.
The previous section suggested that an increase in national government savings of about 6 percent of GNP over the next ten years would help the Philippines achieve its macroeconomic and growth objectives. It can secure some of this increase through a decline in interest expenditure relative to GNP as well as through the natural elasticity of the tax system. In addition, however, revenue or expenditure measures will be required. Given the relatively low amount of noninterest current expenditure in the budget (about 10 percent of GNP), it seems likely that most of the increase in savings will need to come from higher government revenues. (In addition, both scenarios discussed above already assume that some measures will be taken on the expenditure side, since expenditure on personal services is assumed to be constant in real terms.) To the extent that domestic tax measures are introduced to raise savings, the required amount of measures will increase, because of the associated rise in transfers to local government units. In the scenario presented in Table 5, revenue measures of about 2½ percent of GNP are required over the next ten years to enable the Philippines to achieve the required increase in national government savings. Together with the tax elasticity assumptions, this would increase domestic tax revenues from about 11½ percent in 1996 to close to 16 percent in 2005. The government will make significant headway in boosting national savings if it is successful in gaining legislative passage of its comprehensive tax reform plan.
In the illustrative scenario presented in Table 5, most of the revenue measures come in the first five years: by 2001, revenue measures of 1½ percent have been introduced. Even these are relatively front loaded, with measures of ½ of 1 percent of GNP in 1997 alone. By 2001, savings have increased by 3 percent of GNP, owing in equal parts to revenue measures and decreasing current expenditure. After 2001, however, most of the additional 3 percent of GNP increase in national government savings comes on the expenditure side. While revenue measures of about 1 percent of GNP are still required, current expenditure declines by 2 percentage points of GNP simply because of a continued reduction in interest and personnel expenditure. The scenario therefore depends on the early introduction of tax and civil service reform, along the lines currently proposed by the government. To the extent that the introduction of tax reform will create a system that is more elastic and easier to administer, the need for explicit measures in later years could be reduced or even eliminated. As the following paragraphs will illustrate, there is clearly scope for increasing tax revenues through improved administration in the Philippines.
National government revenues are lower in the Philippines than in other ASEAN countries, and there is considerable potential for increasing them (especially with respect to tax revenues). Total tax revenues were about 15.6 percent of GNP in the Philippines in 1994, compared with 21.4 percent of GDP in Malaysia, 17.3 percent in Thailand, 16.7 percent in Singapore, and 15.6 percent in Indonesia.22 Not only were total tax collections lower in the Philippines than in most other ASEAN countries, but the share of collections coming from international trade taxes was much higher than in any other country. The government is currently exploring a number of tax reform options.23
First, corporate income tax collections are lower in the Philippines than in most other ASEAN countries. In 1994, corporate income taxes totaled about 2.4 percent of GNP, compared with 6.9 percent of GDP in Malaysia, 6.5 percent in Indonesia, 3.8 percent in Thailand, and 2.5 percent in Singapore. Widespread exemptions, tax holidays, and evasion accounted for the low collections in the Philippines, as the corporate income tax rate prevailing at the time, 35 percent, was the same as in Indonesia and was higher than that in Malaysia (32 percent), Thailand (30 percent), and Singapore (27 percent).
Second, excise tax collections in the Philippines equal about 2 percent of GNP and are similar to those in Indonesia, Malaysia, and Singapore. However, relative to GDP, collections in Thailand are nearly twice as large as those in the Philippines, suggesting considerable potential for increase.
Third, collections from the individual income tax totaled about 1.7 percent of GNP in the Philippines in 1994, about the same as in Indonesia and Thailand. However, individual income tax collections equaled 5.2 percent of GDP in Singapore and 2.5 percent of GDP in Malaysia.
Fourth, the yield of the value-added tax (VAT) is much lower in the Philippines than in Indonesia and Thailand, the only other ASEAN countries with longstanding VATs. Collections from the VAT totaled 2.7 percent of GNP in the Philippines in 1994, compared with 4.8 percent of GDP in Indonesia and 3.3 percent of GDP in Thailand. Thailand was in fact able to collect slightly more from the VAT than the Philippines, although the basic rate on its VAT is only 7 percent compared with 10 percent in the Philippines. Put another way, the efficiency ratio for the VAT—collection as a share of GDP divided by the basic rate—was only 0.27 in the Philippines compared with 0.47 in Thailand and 0.48 in Indonesia. Administrative weaknesses and exemptions (which have since been narrowed by the introduction of the expanded value-added tax) account for the low efficiency of the tax in the Philippines.
Finally, nontax revenues in the Philippines are unlikely to reach the levels obtained in other ASEAN countries. Indonesia and Malaysia benefit from large petroleum-related receipts, while Singapore receives considerable investment income from its sizable foreign exchange reserves and overseas investments. (Excluding privatization, nontax revenues totaled about 11.4 percent of total revenues and grants in the Philippines in 1994, compared with 15.9 percent in Indonesia (in 1993), 25.5 percent in Malaysia, and 27.6 percent in Singapore.)
Fiscal trends in recent years in the Philippines are encouraging: deficits and the stock of debt have declined as a share of GNP and output growth has been strong. Based on these indicators, fiscal solvency would not seem to be a concern. Yet quantitative analysis, based on long-term trends, suggests that the fiscal stance may not be sustainable. Moreover, a number of prospective developments suggest that the current fiscal stance cannot be maintained into the future. Important sources of revenue are drying up, the wage bill is increasing, and the national government is transferring a significant portion of its resources to local governments. Consequently, fiscal reform, such as the government’s planned comprehensive tax reform and civil service streamlining, is needed to avoid cuts in infrastructure investment that would constrain the rate of sustainable economic growth.
The government wishes not only to consolidate the present fiscal position, but also to increase the rate of sustainable economic growth. This will require a significant increase in national government infrastructure investment. To secure this increase in public investment, alongside an appropriate level of government savings and a sustainable current account balance, requires meaningful increases in revenues, cuts in current expenditure, or both in the medium term. An illustrative scenario suggests that these objectives will require an increase in government infrastructure investment of at least 1½ percent of GNP over the next ten years and that national government savings should increase by about 6 percent of GNP. We estimate that measures of about 2½ percent of GNP would be required over the next ten years to achieve the targeted increase in savings. The low level of noninterest expenditure means that most of the adjustment will need to come on the revenue side. Fortunately, a comparison with other ASEAN countries suggests that there is substantial scope for increasing tax revenues in the Philippines.
Equation (1), in the main text, is the government budget constraint identity. The constraint facing the government takes the form
where Bt is domestic-currency-denominated government debt; is foreign-currency-denominated government debt in foreign currency; Xt is the current-period exchange rate; rt-1 is the ex post interest rate on domestic-currency-denominated debt;
is the ex post interest rate on foreign-currency-denominated government debt; St is the primary surplus of the government; and ΔCt is the change in government cash balances.
Defining as the current stock of public sector (foreign and domestic) debt, valued in domestic currency units, we can manipulate equation (1) to obtain
where εt is the proportional change in the exchange rate in period t; that is, εt - ΔXt/Xt. Alternatively, we can express equation (2) as
where
and where is defined as the “augmented primary surplus.” The primary surplus is augmented to account for changes in debt that occur on account of deviations from uncovered interest parity and changes in the consolidated public sector’s cash balances.
Define qt as the discount factor from period t back to period 0. That is,
Multiplying equation (3) by qt to discount all variables to period 0 gives
or
where dt is the discounted value of the stock of debt at period t, and is the discounted period t augmented primary surplus. In other words, in each period the change in discounted debt is equal to the discounted primary surplus.
Rearranging equation (4) to take the form and then substituting forward iteratively yields
In an economy with a finite horizon, the government solvency condition requires that the stock of debt be nonpositive in the final period, that is, that dT ≤ 0. This is the “No Ponzi Game” condition that prevents the government from running up a large stock of debt and then defaulting in the final period. In a dynamically efficient economy with an infinite horizon, we instead impose the transversality condition
where Et equals the expectation operator conditional on information as of time t. After imposing this condition, we are left with the familiar present-value government budget identity
which states that the expected value of future augmented primary surpluses must be equal to the current stock of debt. If the stock of debt is positive, this means that the government will need to run primary surpluses at some point in the future to avoid insolvency.
In the empirical analysis, we assume that dt follows a multivariate ARIMA process (like Wilcox, 1989; and Buiter and Patel, 1992):
where ρ(L) is a pth-order polynomial, θ(L) is a qth-order polynomial, and γ0 is the unconditional mean of the stationary series (I - L)mZt. The vector Zt includes dt as its first—but not necessarily only—element; et is a vector white-noise process. Both ρ(L) and θ(L) are assumed to satisfy the requirements for stationarity and invertibility, so that equation (6) can be represented as
η(L)[(I - L)mZt - γ0] = et,
where
η(L) = [I - θ(L)]-1[I - ρ(L)].
The solvency conditions are therefore twofold: first, Zt must be stationary. Second, the first element of γ0 must be equal to zero. We use the special case of equation (2):
dt = η + βt + αdt-1 + ut.
In this case, discounted public debt will be nonstationary if α ≥ 1. In addition, even if α<1, discounted public debt will be nonstationary if there is either a nonzero deterministic trend (i.e., if β ≠ 0) or nonzero drift (i.e., if µ ≠ 0).
A simple economic growth accounting framework is based on measures of the historical impact of increases in the real stock of capital and the supply of labor on real output. Based on investment, output, and labor supply data for 1961-95, we decompose real output growth into three sources: increases in the stock of capital, increases in the supply of labor, and changes in total factor productivity (TFP). Assuming that output is produced through a Cobb-Douglas production function of the form
Y = AKα L1-α,
where Y equals real GDP, A equals real TFP, K equals the real stock of capital, and L equals the supply of labor, we can show that
Thus, regressing the change in real output per worker on a constant and the change in real capital per worker gives an estimate of the average change in TFP over the period, and an estimate of α—which is the contribution of a 1 percent increase in the real stock of capital to the real growth rate of output. We find that the average change in TFP was negative during 1961-95 and that α = 0.60, which implies that 1 - α—the contribution to growth of a 1 percentage point increase in the supply of labor—is 0.40.24
Although the average change in TFP was negative during 1961-95, it is possible to identify three subperiods during which the change displayed varying behavior. Between 1961 and 1983, changes in TFP had relatively little impact on real output growth, averaging only -0.3 percent. Between 1984 and 1993, changes in TFP typically had a sharply negative effect on output growth, averaging -1.9 percent.25 Finally, in the last two years, the change in TFP has become positive, contributing an average of 1.2 percent to the real growth rate. The results of the growth accounting exercise also make it clear that investment was responsible for nearly all of the real output growth in the Philippines during 1961-95, accounting for 3.4 percent of the average real growth rate of 3.9 percent over that period.
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Anuradha Dayal-Gulati and Christian Thimann
Southeast Asia’s high saving rates have received much attention from researchers and policymakers alike, not least because they have been associated with great economic success. From 1970 to 1995, the rate of private saving rose continuously, from 15 percent to 25 percent of GDP, and the region’s real per capita GDP increased by almost 200 percent. This association has given rise to the question of whether there is a causal link between high saving and high growth and rapid development. Such a link seems to be confirmed by the experiences in other developing regions: in Latin America, saving rates have stayed broadly constant since 1970 and real per capita GDP has increased by only 35 percent; in sub-Saharan Africa, saving rates were actually lower in 1995 than they were in 1970, as was real per capita GDP. Thus, understanding the driving forces behind Southeast Asia’s high saving might help improve our understanding of the comparative growth performance across the two regions.
Within Southeast Asia itself, however, saving is still an issue. High current account deficits in Malaysia, Thailand, and, to a lesser degree, Indonesia have pointed out that domestic savings are not yet high enough to cover domestic investment needs and that the current account correction could come about through, among other means, increasing domestic saving further.1 The importance of domestic saving gives rise to the question of which policy instruments have been crucial in fostering saving in the past and which could be used in the future.
Many studies have been done of Southeast Asia’s saving rates, and many conclusions have been drawn, including the following: saving has not preceded growth, but has actually followed it; saving has risen because of demographic factors that reduced dependency ratios; saving has risen because the financial sector has developed rapidly; saving has been high because of macroeconomic stability; and private saving has been high because of prudent government policies and low government transfers, implying the need for higher private saving to protect individuals against unexpected income loss or to provide funds for retirement.
This paper studies the trends in private saving in Southeast Asia and Latin America from 1975 to 1995. It uses pooled time-series and cross-country regressions to establish empirical relationships between private saving and a broad range of variables. The different experiences of the two regions introduce a larger variation in the data than would be obtained from examining only one region and should therefore make the estimates more robust and allow for clearer policy conclusions.
Private saving rates in Southeast Asia have trended upward consistently since the early 1970s, from about 15 percent of GDP to about 25 percent in 1995, surpassing private saving rates in Latin America in the mid-1970s. Since the latter have been trending slightly downward since then, to reach only 14 percent by 1994, there exists at present a gap in private saving rates of roughly 10 percent of GDP between the two regions (Figure 1).
Figure 1. Trends in Private Saving Rates
Private saving-GDP
Source: IMF, World Economic Outlook Database.
This contrast becomes even sharper when government saving is included. In the Latin American countries considered here (see Table 1), governments have contributed little to national saving. By contrast, government saving in the Southeast Asian countries in the sample had reached roughly 10 percent of GDP by 1995, so that the gap between national saving rates in the two regions amounted to as much as 20 percent of GDP (Figure 2).
Table 1. Private Saving Rates
(Period averages in percent of GDP)
Source: IMF, World Economic Outlook Database.
Figure 2. Trends in National Saving Rates
National saving-GDP
Source: IMF, World Economic Outlook Database.
There is relatively little variation in private saving trends within the Asian sample. For all countries except the Philippines, saving has increased significantly over the sample period; it has more than doubled in Indonesia and Singapore and has increased by more than half in Malaysia and by almost a third in Thailand (Table 1). The variation across the Latin American economies is much larger. Saving fell markedly in the major economies—Argentina, Brazil, and Mexico—while the experience in the smaller economies has been mixed, with upward trends in Chile and Colombia and declines in Paraguay, Peru, Uruguay, and Venezuela.
The main policy variables that have been thought to influence saving behavior are fiscal policy and government saving, social security arrangements, financial market development, and macroeconomic stability. The nonpolicy factors most likely to affect saving are growth, demographics, and external factors.2 While the separation between policy and nonpolicy factors is open to debate, its purpose is to convey the idea that policy-makers have a direct influence on only some of the variables that affect saving. Other factors, such as growth, demographics, and external factors, including the terms of trade, may be influenced by economic policy, but are not themselves policy variables.
Fiscal policy and government saving. Fiscal policy can potentially affect saving through revenue policy (tax structure, tax incentives), expenditure policy (transfers, income redistribution), and the degree of government saving. The main robust finding relates to the last mentioned, which has been found to crowd out private saving only partially. This means that raising government saving helps raise national saving.
Social security systems. Social security systems are thought to have a significant impact on private saving because they replace an important saving motive: provision for retirement. Cross-country data, however, reveal little correlation between the private saving rate and the size of the pension system (International Monetary Fund, 1995). Feldstein (1980, 1995) found a significant negative impact of pay-as-you-go pension systems on private saving, but his findings have been criticized on empirical and theoretical grounds (Busch, 1981; and Koskela and Viren, 1983). Some economists have argued that public pension schemes can even encourage saving because they create awareness of the need to provide for retirement. In studies on developing countries, social security schemes were found in some cases to have a significant impact on private saving (Shome and Saito, 1980; and Edwards, 1995).
Financial market development. The development of financial markets has been shown to be a double-edged sword with regard to saving. Naturally, the development of such markets increases the availability of saving instruments and most likely also the return on saving, but it also makes it easier for individuals to borrow and can thus result in lower saving (see, e.g., Bayoumi, 1993; and Ostry and Levy, 1995). Financial market development is difficult to quantify. The volume of total assets (or employees) of financial institutions, the geographical density of banking outlays, or the share of value added of this sector in the economy could be useful indicators, but on most of them no data are available.3 Thus, virtually all studies have used the degree of monetization of the economy—generally measured as the ratio of broad money (M2) to GDP—to capture the degree of financial development. The coefficient has been found to be significant and positive throughout (Edwards, 1995; Johansson, 1996; and Harrigan, 1995), leading to the conclusion that financial market development has a positive net effect on saving.
Macroeconomic stability. Macroeconomic stability is typically thought to have been important in accounting for Southeast Asia’s high levels of saving (see World Bank, 1993). Low volatility in fiscal outcomes, inflation, interest rates, or exchange rates has been regarded as important for growth, development, and saving (see Gavin and others, 1996). This paper uses the deviation of inflation from an underlying moving average to capture volatility and examine its possible effect on saving in Asia and Latin America.
Growth. The rate of growth is an obvious candidate for explaining the rate of saving for two reasons. First, saving and growth have been highly correlated over long time horizons as well as for many regions and stages of development (see Schmidt-Hebbel, Serven, and Solimano, 1996; and Bosworth, 1993). Second, saving is directly associated with output through investment, so that, to the extent that it increases domestic investment, higher domestic saving will generally result in higher growth if the economy is below its steady state.
The main theoretical foundation for the link between growth and saving comes from Modigliani’s life-cycle hypothesis, according to which growth increases saving because it increases the income of the young relative to that of the elderly (Modigliani, 1970).4 There are additional channels through which growth can positively affect saving, in particular in developing countries. Growth and higher incomes raise more house-holds above the subsistence level, below which they cannot save, and make households more responsive to changes in the interest rate (Ogaki, Ostry, and Reinhart, 1996). The permanent-income hypothesis, however, would suggest a negative link between growth and saving because forward-looking consumers who expect their (permanent) incomes to rise will dissave against future income.5
Demographics. The effect of demographic changes on saving can also be derived from the life-cycle model. When the share of the working population relative to that of retired persons increases, saving is likely to increase (see Lahiri, 1989; Bosworth, 1993; and Higgins and Williamson, 1996). Demographics, however, are likely to help explain only the long-term trends in saving and not short-term fluctuations.
External factors. For open economies, it is natural to investigate whether external factors influence saving. The current account balance has often been tested in this context and has consistently been found to affect the level of private domestic saving positively—with a coefficient of less than unity (Edwards, 1995; and Masson, Bayoumi, and Samiei, 1995). These findings suggest that foreign saving is a substitute, albeit a less than perfect one, for domestic saving. However, given that private saving is calculated as domestic investment plus the current account surplus minus public saving, the addition of the current account balance to public saving as an explanatory variable brings the regression equation close to being overidentified: the high significance levels on the current account balance could therefore be merely a statistical artefact. A second potential external factor influencing saving is terms of trade shocks (Ostry and Reinhart, 1992). The results have generally supported the Harberger-Laursen-Metzler effect that positive terms of trade shocks increase saving through the positive effect on wealth and income (Fry, 1986; and Masson, Bayoumi, and Samiei, 1995).6
To examine the determinants of saving behavior in the sample of Southeast Asian and Latin American countries, a panel data set was constructed comprising the five major economies of the Association of South East Asian Nations (ASEAN)—Indonesia, Malaysia, Philippines, Singapore, and Thailand—as well as nine Latin American countries: Argentina, Brazil, Chile, Colombia, Mexico, Paraguay, Uruguay, Peru, and Venezuela. Data on national and private saving and a number of explanatory variables were collected for the period 1975 to 1995. Unless mentioned otherwise, the economic data were taken from the IMF’s World Economic Outlook Database, and the data on demographics were taken from United Nations (1994). The mean and standard deviation for these variables are given in Table 2. Table 3 presents the cross-sectional and time-series decompositions of the variance of these variables.
Table 2. Descriptive Statistics for East Asia and Latin America, 1975–95
(Mean in percent followed by standard deviation in parentheses)
Sources: IMF, World Economic Outlook Database; and United Nations (1994).
Table 3. Analysis of Variation for ASEAN and Latin American Countries
(Percent of total variation for each sample)
Source: Authors’ calculations.
Estimates of gross national and private saving used in the paper are based on national accounts data. National saving was calculated as domestic investment plus the current account surplus. Private saving was then calculated as national saving less the central government fiscal surplus and public fixed-capital formation.7 Thus, in the definition of the paper, private saving includes personal and corporate saving.
Differences in the macroeconomic environment across regions are particularly marked with regard to fiscal policies. The ASEAN countries have had much lower fiscal deficits, which have been declining over time (Figure 3).8 This is reflected in the higher variation across time of the overall government balance for these countries. Although the average fiscal position within Latin America has improved since the early 1980s, it is much smaller than that in the ASEAN countries.
Figure 3. Trends in the Government Balance
Government balance-GDP
Source: IMF, World Economic Outlook Database.
Apart from the effects of fiscal deficits, government policies can affect private saving through social security arrangements. In the ASEAN countries, the share of social security expenditure in GDP is much lower than in Latin America. Furthermore, these expenditures relative to GDP have remained roughly unchanged in Southeast Asia (Figure 4).
Figure 4. Trends in Social Security Expenditures
Social security expenditures-GDP
Source: IMF, World Economic Outlook Database.
A large component of social security expenditures is pension payments. Within Southeast Asia, Singapore and Malaysia have had compulsory saving schemes,9 while in Latin America, Chile instituted a fully funded saving scheme in 1981.10 The estimates of the share of compulsory saving contributions in private disposable income used in the analysis are adjusted for withdrawals in Southeast Asia. Reflecting these withdrawals, net saving (gross saving net of withdrawals) in these funds has actually declined as a share of GDP over a number of years. This is especially true in Singapore, where withdrawal restrictions have been eased significantly since the mid-1980s, but it is also true in Malaysia for some years. For Chile, the data are unadjusted because withdrawals are not allowed before retirement.11 Even after taking into account the effect of withdrawals, however, the net saving in the fully funded pension schemes as a share of income is higher in Southeast Asia than in Latin America.
As mentioned above, financial market developments are difficult to quantify in a way that is comparable across countries. This study uses the ratio of M2 to GDP to proxy financial deepening. This ratio was much higher in the ASEAN countries than in the Latin American countries throughout the sample period. It also increased much more markedly in South east Asia than in Latin America (Figure 5). In 1995, financial deepening, as measured by the ratio of M2 to GDP, was almost 80 percent, compared with only 40 percent in Latin America.
This paper uses the volatility of the inflation rate to proxy macroeconomic stability. The rate of inflation is much lower and less volatile in the ASEAN countries than in Latin America (Table 2). Inflation levels and volatility have also been declining over time in the ASEAN countries. The average inflation rate fell from 11 percent during the 1970s to about 6 percent since 1980; volatility fell by a little less than a third over the same period. In contrast, in Latin America, the average inflation rate rose from about 50 percent to over 250 percent over the same period and volatility increased sharply. In addition, for the Latin American countries, there is considerable variation both across countries and over time, whereas for the ASEAN countries most of the variation is across time (Table 3).
The ASEAN region has been characterized by relatively high rates of real GDP growth. Furthermore, changes over time dominate cross-sectional differences for both groups of countries. Despite higher growth rates in Southeast Asia, average per capita income levels relative to the United States (measured using purchasing power parity exchange rates) are similar in both regions for the period as a whole. But, a closer look at the data shows that the difference in per capita income between the two regions has been widening since the late 1980s (Figure 6). Demographic trends are measured using the dependency ratio, which is defined as the sum of the population under 19 years and over 65 years as a percentage of the working-age population.
Figure 6. Trends in Per Capita Income
Per capita income relative to the United States
Source: IMF, World Economic Outlook Database.
The terms of trade have on average changed only marginally in both groups of countries. However, while they improved somewhat in the ASEAN sample over time, they actually worsened, albeit slightly, in Latin America (Table 2). For both regions, there were large fluctuations in the terms of trade over the sample period. However, these fluctuations affected the countries within each region in a similar fashion, as shown by the low cross-sectional variation (Table 3).12
To examine the role of these different factors in influencing saving, the private saving rates for Southeast Asia and Latin America were regressed on a number of explanatory variables. These included the fiscal variables discussed above as well as inflation, demographics, GDP per capita, income growth, and external variables, such as the terms of trade. The main results are given by the full sample regression, which comprises both regions (Table 4). Separate regressions were then estimated for each region to examine possible regional differences in saving behavior.
Table 4. Southeast Asian and Latin American Countries Combined: Estimation Results
(Dependent variable—private saving as a share GDP)
Note: t-ratios are in parentheses.
1 The restricted regression uses instruments for central government balance and growth to correct for possible endogeneity in these variables.
In the panel estimations, the constant terms were allowed to vary across countries in order to capture underlying country-specific factors. Table 4 reports the main results for the entire sample. The separate panel regression results (reported in Tables 5 and 6) largely confirmed the results of the full sample. All regressions were done in a general specification using the full set of variables mentioned above and a more parsimonious specification that excluded insignificant variables and used instrumental variables to take into account problems of simultaneity.13 The covariance matrix was adjusted to allow for heteroscedasticity within the samples using the White adjustment procedure. These results are reported in Tables 4–6.14 All of the estimated equations explain roughly 65 percent of the variance in saving.
Table 5. ASEAN Countries: Estimation Results
(Dependent variable—private saving as a share of GDP)
Note: t-ratios are parentheses.
1 The instrumental variables regression uses instruments for central government balance, M2-GDP ratio, and growth to correct for possible endogeneity in these variables.
Table 6. Latin America: Estimation Results
(Dependent variable—private saving as a share GDP)
Note: t-ratios are in parentheses.
1 The instrumental variables regression uses instruments for central government balance and growth to correct for possible endogeneity in these variables.
In keeping with recent empirical evidence, the estimation results reject the Ricardian equivalence hypothesis for all countries: changes in public saving are not fully offset by changes in private saving. The estimated coefficient of the unrestricted regression suggests that an increase in the budget surplus of 1 percent lowers private saving by approximately ½ of 1 percent (Table 4). The disaggregated results (Tables 5 and 6) show that the offset coefficient is lower for the ASEAN countries and higher for Latin America. Therefore, an increase in public saving has a stronger positive effect on national saving in the ASEAN countries than it has in the Latin American countries. The difference in coefficients could be due to the fact that the Latin American countries in general have higher debt ratios and are thus closer to Ricardian equivalence because the probability of fiscal adjustment is greater (see Debelle and Faruqee, 1996).15 In the instrumental variable regressions for the full sample, the offset coefficient is lower and becomes less significant. For Latin America, the estimated coefficient using instrumental variables remains highly significant, but the coefficient is no longer significant for the ASEAN countries. On the whole, these results suggest that an increase in the public sector surplus would not be fully offset by lower private saving in either Southeast Asia or Latin America, so that national saving would increase. For the same reason, the sharp increase in national saving rates in Southeast Asia can be attributed to higher public saving rates over the period of the study.
As to the effect of social security expenditures, the results show that a reduction in such expenditures tends to increase private saving. The disaggregated results show that the impact of government social security expenditures on private saving is higher in the ASEAN region than in Latin America, but in both regions a reduction in social security expenditures would tend to increase private saving.
With regard to the effect of fully funded pension schemes, the results suggest that contributions to such schemes have a positive and significant effect on private saving over the full sample (instrumental variable regression). Turning to the disaggregated results, the coefficient in the Latin American panel is positive and highly significant, but it is not significant in the ASEAN sample (Table 5). This may reflect the fact that in Chile withdrawals are not allowed before retirement, whereas withdrawals are allowed in Malaysia and Singapore. The findings on Latin America seem to underscore previous findings of positive effects on saving from the transition to a fully funded pension scheme, which Chile made in the mid-1980s (see Holzmann, 1996).16 Thus, the results here suggest that compulsory saving increases the saving rate, but that the effects are likely to be mitigated over time as withdrawal restrictions are eased.
The ratio of M2 to GDP is used as a proxy for the depth of financial development. Its coefficient is positive and highly significant, as expected. This indicates that financial deepening—which has taken place in South east Asia to a greater extent than in Latin America over the past decade—contributes positively to private saving. The positive coefficient is robust across samples and estimation techniques.
To examine whether macroeconomic stability has been a significant determinant of saving in these countries, a proxy for macroeconomic stability—absolute deviations of the inflation rate from a three-year moving average—was constructed. The results show that increases in this proxy indeed tend to reduce private saving, especially for the Latin American countries in the sample where inflation has been much more volatile.
The full sample results suggest, in line with previous studies, that demographics have a significant effect on private saving ratios. In our study, the coefficient of the dependency ratio is negative and significant in the unrestricted regression for the full sample. It loses significance, however, in the instrumental variable specification and becomes insignificant in the split samples. This suggests that while other variables—which, like the financial deepening variable, may be collinear with the dependency ratio—may reduce the significance of the demographic variable in the smaller (regional) samples, differences in demographic trends are still an important element in the explanation of saving across the two regions.
Although more rapid growth is generally expected to increase saving, higher saving is also likely to lead to faster capital accumulation and increase growth. This “virtuous” circle from growth to saving and again to growth reminds us that the rate of growth is endogenous and that the estimated coefficient may thus be biased. A significant, positive impact of growth on saving was found only in the ASEAN sample using the unrestricted regression (Table 5). Once instruments were used, growth became insignificant, suggesting the importance of endogeneity in this case.
Much of the growth effect will, however, be taken up by the per capita income variable, which is strongly significant and positive in all samples and specifications (a strong collinearity between growth and per capita income was avoided because the latter was specified relative to the United States and at purchasing power exchange rates). As growth raises per capita income above subsistence levels, saving rates should increase.17 The results suggest that relative per capita income, which has risen significantly in Southeast Asia but which has actually fallen since 1980 in our sample of Latin America countries (Figure 6), is indeed important for explaining differences in saving rates across regions.
There is some evidence of a positive correlation between transitory terms of trade shocks and saving (Ostry and Reinhart, 1992) and terms of trade variability and saving (Ghosh and Ostry, 1994). The results here underscore the evidence found so far; they indicate that positive terms of trade shocks positively affect the saving rate. The split samples show that terms of trade shocks are more significant in Latin America.
This empirical study was intended to shed light on factors that could explain the relatively high saving rates in the ASEAN countries, as well as the policy implications arising therefrom. The results suggest that the macroeconomic policy framework is important and that governments can indeed usefully undertake policies to foster saving. An examination of the coefficients and the trends in the explanatory variables shows that, apart from the rapid rise in per capita income, financial deepening accounts for a sizable part of the increase in saving in Southeast Asia relative to Latin America. In addition, a prudent fiscal policy—in particular with regard to social security expenditure—and a stable macroeconomic framework also contributed to Asia’s relatively high saving rates. As far as national saving is concerned, much of the difference can be explained by higher public saving in Southeast Asia, particularly given the relatively low offset coefficient in that region.
A number of countries—for example, Thailand and some of the Latin American countries—are considering establishing fully funded pension systems. Based on the evidence presented here, this can be expected to increase private saving, especially if withdrawal criteria are relatively stringent. When withdrawals are prohibited, as in Chile, the effect of such a scheme on saving rates is found to be unambiguously positive; when withdrawal restrictions have been eased, as in Malaysia and Singapore, the effect on saving may be smaller or ambiguous. At the introductory stage of a fully funded scheme, however, withdrawals have tended to be limited in practice, so that a positive effect can generally be expected. The same holds true for an increase in pension fund contributions when no changes in withdrawal regulations are planned (such as in Malaysia in January 1996). By the same token, an easing of withdrawal restrictions can be viewed as increasing access to credit and hence could adversely affect the saving rate.
The results also suggest that the framework within which saving decisions are made can have a significant effect on the private saving rate. Inflation volatility appears to have had a negative effect on the private saving rate in Latin America. Thus, economic policies that attempt to limit volatility in the economy—in particular with regard to inflation—would seem to raise financial saving. The same is true of economic policies that liberalize financial markets and foster financial deepening.
In addition, policies that foster economic growth and increase the level of income tend to increase saving. Although growth was not found to be significant in the final estimations, the effect of changes in per capita income was found to be a significant factor behind high private saving rates in Southeast Asia, accounting for about 4 percent of the increase in private saving over the past twenty years. In Latin America, by contrast, where per capita incomes have actually fallen relative to the United States, the saving rate has also declined.
In sum, the results presented in this paper show that a broad range of variables, rather than a single policy variable, explain the differential saving performance between the two regions. Specifically, prudent fiscal policy and funded social security arrangements may be the core policy instruments that boosted saving rates in some ASEAN countries, but policies that improved the framework in which saving decisions are made, including macroeconomic stability and financial market development, were clearly important as well.
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Robert Dekle and Mahmood Pradhan
Monetary developments in four of the member countries of the Association of South East Asian Nations (ASEAN)—Indonesia, Malaysia, Singapore, and Thailand—since the early 1980s must be assessed in the context of a remarkably successful economic performance that has contributed to the rapid development of domestic financial markets. The extent of financial liberalization—interest rate deregulation and greater competition in banking markets, as well as the liberalization of restrictions on cross-border capital flows—has been considerably greater than in many other developing countries. It would be surprising if these structural changes in financial markets and the associated rapid growth did not affect the relationship between money, economic activity, and inflation. In many industrial countries that underwent substantial episodes of financial deregulation and financial innovation during the early and mid-1980s, there were significant shifts in the orientation of monetary policies. Several countries found it difficult to retain intermediate targets and moved more toward explicit targets for final objectives, typically inflation.
This paper examines how financial market changes in the four countries have affected money demand behavior and seeks to draw the implications for monetary policy. The core of the paper assesses whether money demand equations are relatively stable and predictable—an important prerequisite for operating a policy framework centered on monetary targets. The results of this exercise caution against excessive reliance on monetary aggregates to gauge monetary conditions. Similar to the experience of many industrial countries, ongoing changes in financial markets suggest that policy actions need to be based on a wider set of monetary and real sector indicators. The paper also discusses—in the context of increasing integration of financial markets and substantial foreign capital inflows—the feasibility of alternative policy frameworks, including nominal exchange rate targets and inflation targets, although this topic does not stem directly from the empirical work on which this paper is based.
Measures to promote competition among financial institutions will generally tend to lower transaction costs, and technological advances such as the introduction of automatic teller machines and credit cards may cause money demand to respond more rapidly to interest rate changes, thereby increasing the interest elasticity of money demand. More generally, measures that promote financial market development could result in the introduction and deepening of markets for new and more attractive assets, such as money market paper, stocks, and bonds. At the same time, they may cause gradual portfolio shifts away from monetary assets, possibly reducing the predictability of money demand. In practice, a failure to allow for changes in money demand following financial reform could result in monetary policy that is tighter or looser than is planned before the reforms are implemented.
The conventional money demand equation expresses the demand for real money balances (M/P) as a function of a scale variable, usually the level of real income (Y); and an opportunity cost variable, usually the rate of interest on an alternative asset i:
where ε is an error term representing money demand shocks. Instability of this error term will weaken the relationship between money holdings and income and interest rates. The potential instability in money demand will affect the coefficients, mainly b, and c, but also the intercept term a.
In the four countries considered here, financial liberalization since the mid-1970s has involved deregulating deposit rates and introducing or deepening alternative monetary instruments, bonds, and equities (Table 1). The liberalization of interest rates has been the most important feature of financial reform in these countries. Except in Singapore, real interest rates were sometimes negative before the reform, as in other previously financially “repressed” economies. In Indonesia, after the 1983 reform, time deposit rates more than doubled and real interest rates remained positive, even during subsequent high-inflation years. In Malaysia, deposit rates increased following the 1978 liberalization, ending the era of financial repression. Nominal and real rates increased markedly between 1988 and 1993, raising the differential between the money market rate and the London interbank offered rate (LIBOR) and inducing inflows of foreign capital. In Singapore, the liberalization of interest rates was complete by 1975, and the extremely open nature of the economy made it difficult for the government to pursue an independent monetary policy. The relatively low levels of both the nominal and real rates in Singapore during most of the 1980s mirrored U.S. interest rate trends. In Thailand, despite financial repression until the mid-1980s, real rates moved to positive levels from the early 1980s onward as inflation subsided. Until the 1989 liberalization measures, however, time deposit rates in Thailand moved in discrete steps as deposit rates were controlled by the authorities.
Generally, in the four ASEAN countries, the liberalization of interest rates preceded the development of money and bond markets, although the money markets developed much faster than the bond markets. With the exception of Thailand, short-term money markets developed rapidly, soon after the liberalization of interest rates. In Thailand, the money market, comprising mostly repurchase agreements (repos), started to develop in 1979, a full decade before the liberalization of deposit interest rates.
The development of bond markets in the four countries has been hampered by strong government fiscal positions in Malaysia, Singapore, and Thailand, the “balanced-budget” rule in Indonesia, and, until recently, restrictions on corporate bond issues and the absence of bond rating agencies. In Indonesia, bond market development has also been hindered by the paucity of institutional investors. While still small, the Malaysian corporate bond market has grown since the establishment of a credit rating agency in 1990. The Singapore bond market is the largest in the region, but is dominated by foreign bonds—about 98 percent of the capitalization is in the form of Asian dollar bonds. In Thailand, corporate bond issuance was severely restricted until 1992, but has since grown with the establishment of a credit rating agency and the Bond Dealers Club.1
The development of the equity markets in these countries has been rapid and has closely tracked their impressive overall economic performance. The stock market in Malaysia has a long history, dating back over a hundred years, and market capitalization relative to GDP is the highest among the four countries. The stock exchange of Singapore was established in 1973, when it was formally delinked from the exchange in Malaysia. It has grown rapidly since that time and is now comparable in size to the major stock markets in the world. The Thai stock exchange-established in 1974—experienced only modest growth initially, but grew rapidly in the mid-1980s. In Indonesia, since the early 1990s, the improvement in market infrastructure and supervision of the Jakarta Stock Exchange by Bapepam, the regulatory agency, has aided the growth of the equity market, with market capitalization increasing from $81 million in 1986 to $67 billion at the end of 1995.
The financial market reforms and financial developments described above may change the velocity of broad money—in principle, in either direction.2 Reforms that increase the number of banks and spur institutional and technological advances, such as credit cards and electronic transfers of deposits or cash machines, can raise the velocity of broad and narrow money, as these developments make it easier to convert money into money substitutes. However, as noted by Bordo and Jonung (1987), in many developing countries, the velocity of broad money may decline over time because of the increasing monetization of the economy or financial deepening. Further more, as interest rates on time deposits are liberalized, private agents may shift their assets from currency and demand deposits to time deposits, raising the velocity of narrow money, but lowering the velocity of broad money.
For Indonesia, Malaysia, and Thailand, there has been a marked secular decline in the velocity of broad money (Figure 1). In Singapore, broad money velocity has declined since 1985, which is somewhat surprising, given the fall in both nominal and real time deposit rates and the boom in the Singapore Stock Exchange. The velocity of narrow money has been considerably more volatile, particularly in Indonesia and Thailand, although, except in Malaysia, there has not been a trend decline in the velocity of narrow money.
Financial liberalization can affect the choice of targets of monetary policy and the variables that central banks monitor to gauge monetary conditions. In a developing financial market, interest rates tend to be set through administrative controls, and the central bank usually targets quantity variables such as broad money. Following financial liberalization, the stability of monetary aggregates may be reduced. Central banks presiding over relatively advanced financial markets often resort to monitoring price variables such as exchange and interest rates. In many industrial countries, broad money targets are effectively used as monitoring ranges, with very few central banks attempting to strictly adhere to monetary targets or to base policy actions entirely on deviations of actual money growth from projected growth.
In each of the four countries, the role of monetary targets in the conduct of monetary policy has been reduced in recent years. This process took place earliest in Singapore, which since the early 1980s has focused primarily on managing the exchange rate as its principal monetary instrument (previously, it monitored a variety of intermediate targets, including the monetary base, interest rates, and loan growth, as well as exchange rates).3 However, in recent years the process has also been apparent in the other three countries. In Malaysia, the emphasis of monetary policy shifted during the 1980s from Ml to M2 and then to M3; in recent years, policies have focused more on short-term interest rates, although money and credit aggregates are still monitored (Table 2). Similarly, the Bank of Thailand has shifted its policy emphasis from M2 toward commercial bank credit to the private sector and domestic interest rates (Tivakul, 1995). Indonesia, while continuing to set money and credit targets, has in practice given increased weight to interest rates and exchange rates.
The shift away from formal monetary targeting has occurred for several reasons. In Singapore—and increasingly in a number of other countries as well—it has reflected the growing difficulties in seeking to target simultaneously the exchange rate and monetary aggregates in increasingly open economies.4 But it has also reflected concerns that the demand for money may have become more unstable as financial liberalization has accelerated and, thus, is a less reliable guide for policy formulation.
The instruments of monetary policy have depended on the maturity and depth of financial and capital markets and on the flexibility of interest rates. There has been greater reliance on open market operations to affect short-term interest rates as financial markets have developed and, in general, a move away from achieving broad money targets by limiting bank lending through moral suasion or changes in reserve requirements.
Since the 1980s, Indonesia, Malaysia, and Thailand have tried to introduce or intensify the use of open market operations (Table 2). The absence in the early 1980s of government debt instruments in these countries meant that the shift to open market operations was accompanied by the issuance of the central banks’ own debt instruments. To date, however, only Indonesia has a short-term paper market of sufficient depth to conduct traditional open market type operations. Normally, when tightening monetary conditions, Bank Negara Malaysia raises reserve requirements or borrows directly from the interbank market, and the Bank of Thailand sells repos or Bank of Thailand paper.
Singapore’s monetary policy, in contrast, is implemented through foreign exchange operations, with the Monetary Authority of Singapore (MAS) selling foreign exchange for Singapore dollars to achieve a steady appreciation of the nominal exchange rate. Although treasury bills are auctioned and yields are competitively determined, the MAS does not carryout traditional open market operations. Official exchange rate intervention is able to exert a stronger influence on the nominal exchange rate because various regulations, such as limits on bank lending in Singapore dollars, have prevented the Singapore dollar from being widely held by foreigners.
The estimation of money demand has a long history, but cointegration techniques have begun to be applied only recently. In conventional money demand equations, such as (1), if M/P, Y, and i are cointegrated, then, in the long run, movements in these variables will be closely related. If some shock drives the long-run relationship between money, real income, and the opportunity cost of money out of equilibrium, real money balances will adjust over time, such that these variables move together again. Thus, the existence of a cointegrating relation means that, in the long run, the economy will return to some stable relationship between money, income, and the opportunity cost of money. Without a proper understanding of the structural parameters of the long-run money demand equation, policymakers may react to an adverse shock to real income, for example, by easing monetary conditions excessively, leading to inflation that is higher than targeted.
To estimate long-run real money demand relationships, we use the Johansen (1988) full information maximum likelihood method. A necessary condition for the existence of a stable long-run relationship is that there be a cointegrating vector containing money, income, and interest rates. The test for this is whether the “maximal eigenvalue” or “trace eigenvalue” statistics from the Johansen procedure are above the relevant critical values, in which case we can reject the hypothesis of no cointegration. In principle, there may, of course, be more than one cointegrating vector between these variables. In such cases, given the issue that is of immediate interest, we focus only on the vector that has money on the left-hand side (normalized on M/P), although in practice, this problem did not arise in any of the countries considered here. Details of the estimation procedure are provided in Appendix I, and variable definitions and data sources are provided in Appendix II.
The estimation results, presented in Table 3, by and large, do not provide strong evidence of stable relationships.5 We find stable demand equations with reasonable coefficients for real narrow and broad money only in Malaysia (and even here, coefficients on key variables are statistically insignificant). Overall, these results suggest that it is difficult to obtain stable real money demand functions using only the conventional determinants—real income and interest rates. Alternative specifications have not been explored because the focus here is on the relatively narrow question of whether there is a stable relationship between money, income, and interest rates that could provide the basis for a particular monetary policy framework.6
Table 3. Estimates of Real Money Demand Elasticities
Note: Estimated by Johansen’s (1988) method, with one lag. All variables except for interest rates are in logarithms; χ2 tests for statistical significance are in parentheses; * denotes significance at 5 percent level.
1 Semielasticity.
2 Eigenvalue tests for the null hypothesis of no cointegrating vectors. The eigenvalue statistics are adjusted for degrees of freedom (Reimers, 1992).
3 Critical values for Indonesia, which include two dummy variables, are simulated. For the other countries, critical values are from Osterwald-Lenum (1992).
Before estimating real money demand, we estimated nominal money demand equations of the form M = a + bY + ci + dP + ε to test if the coefficient on the log price level (d) is equal to one. If d is unity (price homogeneity)—a doubling of the price level will double nominal money demand—this would then allow us to estimate the real demand for money. The results are shown in Appendix I. We reject the assumption that d is equal to one for nominal narrow money in Singapore and for nominal broad money in Malaysia, Singapore, and Thailand. However, to estimate real money demand, we impose the restriction that d equals one because the rejection could be a result of sample-specific factors.7 Over the long run, price illusion is unlikely to exist; rather, the rejection most likely reflects ongoing changes in financial markets and money-holding behavior among private sector agents.
In Indonesia, Singapore, and Thailand, we are unable to find a stable relationship between real narrow money8 and its conventional determinants—real GDP, and an opportunity cost variable (typically the time deposit rate). This is perhaps not surprising for Indonesia and Thailand, which have experienced substantial financial reform since the 1980s. (In Indonesia, including dummy variables to capture the effects of the 1983 and 1988 financial liberalization episodes does not help in achieving stability.) For Singapore, the freeing of interest rates and other major reforms were almost completed by the beginning of our sample, 1975.9 Thus, the instability of narrow money demand is probably related more to the financial innovations that were common to all international financial centers in the 1980s—the greater use of credit cards, electronic transfers, and the introduction of mutual funds with checking accounts—enabling Singaporeans to economize on narrow money holdings. The difficulty in finding stable money demand functions in a number of industrial countries, such as Australia, the United Kingdom, and the United States, over the 1980s and the early 1990s is often attributed to similar, albeit more widespread, institutional and technological innovations. It is noteworthy that Malaysia, where reforms have been less extensive than in Indonesia and Thailand and where financial markets are less developed than in Singapore, is the only country of the four with a stable narrow money demand function.
Previous research on the stability of narrow money demand in the four ASEAN countries is limited, but, in general, has had more success in finding stability. The differences between the earlier work and the results reported here can be attributed partly to different sample periods and partly to differences in specification and estimation techniques. However, as explained in more detail in Appendix I, some previous studies have not corrected the test statistics for the small sample size and may therefore have erroneously rejected the null hypothesis of no cointegration. Using data only up to 1989, Tseng and Corker (1991) found that real narrow money demand equations were stable for Indonesia, Malaysia, and Singapore, but unstable for Thailand. On the basis of a very different specification, Hataiseree (1994) found that real narrow money, real income, and nominal interest rates were cointegrated for Thailand.10 Using estimation methods somewhat different from that adopted here, Price (1994) and Arize (1994) found stability for narrow money in Indonesia and Singapore.11
The estimated real broad money equations are unstable for Indonesia, Singapore, and Thailand, but not for Malaysia (Table 3).12 For Malaysia, the elasticity of real broad money with respect to real income is higher than that for real narrow money, but the opportunity cost semielasticity, although reasonable, is statistically insignificant.13 For Indonesia, Malaysia, and Thailand, we use the difference between the call money rate and the return on broad money as the opportunity cost of broad money.14 For Singapore, given the openness of its capital market, we include the foreign return along with the return on broad money. Although the coefficient estimates are all reasonable, we fail to achieve cointegration for Indonesia, Singapore, or Thailand.
It is somewhat surprising that the results for real broad money are not better than those for real narrow money. The freeing of time deposit rates should mainly cause a shift from one component of broad money to another, from narrow money to quasi-money. These instabilities in real broad money demands may therefore reflect the growth of money alternatives, such as stocks and money market instruments. Equity markets grew very rapidly in the 1980s in Indonesia and Thailand, and firms and individuals in these countries, as a result, may have changed their money holding behavior. In contrast, in Malaysia, the equity market was well entrenched by the beginning of our sample period.
Previous research on the stability of real broad money demand in these four countries is, again, limited. However, consistent with our results, the earlier work has had greater difficulty in finding stability for real broad money than for real narrow money. Among the four countries, using the period up to 1989, Tseng and Corker (1991) found broad money stability only for Indonesia. Hataiseree (1994) and Arize (1994), using specifications and estimation methods different from ours and those of Tseng and Corker, found stability for Thailand and Singapore.
The empirical results of the previous section, although preliminary, have an important bearing on the feasibility of framing monetary policy around targets for monetary aggregates. Monetary targeting to control inflation depends on the stability and predictability of money demand. Only then can monetary authorities have a reasonable degree of confidence that, if actual money growth is above target, there is likely to be upward pressure on prices and, consequently, a need for some policy actions to tighten monetary conditions. If money demand behavior is not predictable, however, monetary authorities face the difficulty of not knowing whether “excess” money growth reflects an underlying shift in the private sector’s desire to hold money balances, or whether the actual money holding is temporarily above what private agents would wish to hold over the long term.
During the 1980s, many industrial countries, such as Canada, the United Kingdom, the United States, and a number of countries in continental Europe, faced similar policy dilemmas. Following deregulation of financial markets in the late 1970s and early 1980s, a number of these countries experienced rapid growth of financial markets that was also spurred by continuing advances in underlying transaction technologies. Money demand instability effectively implied that money growth rates were poor predictors of future inflation and output trends.15 The dilemma for policymakers is to decide to what extent policy actions should be constrained by preannounced targets. If money growth rates are not good leading indicators of future inflation, then it may be preferable to abandon them as intermediate targets or, as many industrial countries did, to downgrade them to one of a set of variables that policymakers monitor regularly.16
Some of the ASEAN countries that are currently faced with similar uncertainty regarding money growth must make the potentially difficult judgment about how much emphasis to place on intermediate targets. If money targets are announced, but policy actions are not seen to be based on money growth because specific episodes of “excess” money growth are judged not to indicate inflation pressures, there is a risk that the credibility of policies could be undermined. Against this concern, policymakers must also weigh the reduced effectiveness of policies if money growth and inflation are not closely related. Indeed, as discussed in the section Evolving Monetary Policy Framework, a number of countries have reduced the emphasis on strictly adhering to monetary targets.
But moving away from a framework based on monetary targets raises the question of whether there is an alternative yardstick by which monetary conditions can be assessed. If there is no single variable that can be used as an intermediate target, either because of an unstable relationship with economic activity or because those that are closely related to the state of the economy cannot be directly influenced by central bank actions, then the assessment of monetary conditions and policy actions will necessarily be based on monitoring a range of indicators. In practice, of course, all central banks monitor a wide set of variables, including some real sector variables that can be influenced only indirectly. The challenge for policymakers is to ensure that, in the absence of an explicit intermediate target, the central bank’s resolve to maintain low inflation continues to be viewed as credible. When the assessment of monetary conditions is based on a range of indicators, there is always a risk that policy inaction will be seen as a weakening in the anti-inflation stance. While policies must demonstrate consistency, transparency of the monetary policy decision-making process is also important to provide more information to market participants about the rationale for policy actions.
It is sometimes argued that if countries cannot pursue money-based disinflation strategies, they can simplify the operation of monetary policy by adopting an exchange rate target. In terms of the decision-making process, an exchange rate target is perhaps the most simple to operate; central banks are only required to maintain a fixed rate with respect to either a basket of trading partner currencies or a single major foreign currency. However, the benefits of fixed exchange rates are strongest for countries that lack credibility and have a history of relatively high inflation. In the four ASEAN countries in our study, which have maintained macroeconomic stability and relatively low inflation rates, the benefits of a pegged exchange rate in terms of stability must be weighed against other considerations, including the greater difficulties of managing capital inflows and other real shocks. In particular, reduced monetary autonomy weakens the ability to control inflation.
An alternative approach, when there is no suitable intermediate target variable that can be predictably influenced by policy and that has a close relationship with inflation, is to target inflation directly. The instruments available to the monetary authorities and the objectives of monetary policy—maintaining low inflation—are exactly the same under both approaches. Indeed, when the operation of monetary policy in countries that have explicit inflation targets is compared with that in countries that frame policy decisions around intermediate targets, the difference may be more semantic than economic. Policy objectives are in most cases specified in terms of price stability.
If targeting inflation is not very different from targeting intermediate variables, what then are the benefits of moving toward explicit inflation targets, and, with respect to the ASEAN countries, what would be required to pursue this approach? The empirical analysis of money demand behavior in this paper establishes only that strict adherence to intermediate targets on monetary aggregates may not be desirable in these four countries, but does not provide enough evidence to determine whether inflation targets would be beneficial and also whether they would be feasible in these countries. Further research on the underlying determinants and variability of inflation would be necessary to address these issues. Nevertheless, it is helpful to consider the benefits of inflation targeting in a general context and the key ingredients of this approach.
In countries that have adopted inflation targets, formulating explicit medium-term price objectives has helped fill an important gap following the abandonment of monetary targets and, in some cases, exchange rate targets. When monetary policy assessments are based on a range of indicators, or when policy is framed around intermediate targets, there may be a tendency for the policy framework to lack an explicit forward looking element. Moreover, private agents may find it difficult to gauge the policy stance when the authorities’ actions are based on a complex feedback rule. This is essentially a presentational problem that can undermine credibility. Inflation targets help get around this presentational problem by forcing the authorities to base policy actions on their forward-looking assessment of inflation. Furthermore, central banks find it easier to justify’ policy actions by making public their assessment of future inflation, which also enhances the credibility of policies.
Adopting inflation targets is not, however, costless. By definition, forward-looking assessments are subject to wide margins of uncertainty. Forecasting errors in inflation projections typically tend to be relatively large.17 This in effect gives rise to a trade-off between flexibility and credibility. To ensure that targets are met, central banks may define a relatively large inflation target band, but this approach will not enhance the credibility of policies. Thus, with respect to Indonesia, Malaysia, Singapore, and Thailand, an important prerequisite is to model the inflation process and to examine both the magnitude and the source of forecast errors. If, for example, an economy is subject to frequent supply or structural shocks, actual inflation may deviate significantly from the target range. In such circumstances, although it may not be appropriate for monetary authorities to tighten conditions, they could lose credibility as a result. Although the economic structure of the four ASEAN countries is diverse, sector-specific shocks may still have strong economywide effects, and these issues need to be investigated in greater detail to establish the desirability of an explicit inflation-targeting approach.
The estimates reported in Table 3 in the text are derived from the Johansen maximum likelihood tests for cointegration between money, prices, real income, and interest rates. To ascertain the order of integration of these variables (i.e., to determine whether the levels are stationary or whether their first differences are stationary), Table 4 presents Augmented Dickey-Fuller (Dickey and Fuller, 1979) statistics for unit root tests on log levels of money, prices, and income, and on the level of interest rates. These test statistics suggest that most of these variables are integrated of order one (I(1)), although for some variables—such as narrow money and interest returns on broad money in Indonesia and real GDP and the foreign rate of return in Thailand—the ADF statistics indicate that their first differences are not stationary. However, some of these time-series properties are likely to reflect the relatively small sample period; it is difficult to accept in an economic sense that these variables would be I(2) in the long run. Moreover, univariate tests of this kind are typically of low power compared with stationary alternatives. The analysis in this paper, therefore, treats all variables as I(1).18
Table 4. Testing for a Unit Root: ADF Statistics
Notes: * denotes rejection at the 5 percent level. LGDP is log of real GDP, TIME is time deposit rate, RET is broad money return, CMR is call money or other money market return, FOR is foreign interest rate (LIBOR plus expected currency appreciation), LRNM is log of real narrow money, LRBM is log of real broad money, LNM is log of nominal narrow money, LBM is log of nominal broad money, and LCPI is log of consumer price index. The stationarity tests included a constant, a trend term, and up to four lags. For any variable x the ADF statistic tests the null hypothesis of a unit root in x (order of I(1)) against the alternative of a stationary root. For a null order of I(2), the ADF statistic tests for a unit root in the first difference of x.
1 Critical value is -3.63.
2 Critical value is -3.69.
3 Critical value is -3.79.
4 Critical value is -3.66.
5 Critical value is -3.83.
6 Critical value is -3.29.
Tables 5–8 report the estimates and the associated test statistics for cointegration between money, prices, real income, and the opportunity cost variables for Indonesia, Malaysia, Singapore, and Thailand. The number of cointegrating vectors (r), is determined by two likelihood ratio tests. In the first test, based on the maximal eigenvalue, the null hypothesis is that there are at most r cointegrating vectors against the alternative of r + 1 cointegrating vectors. The second test is based on the trace of the stochastic matrix where the null hypothesis is that there are at most r cointegrating vectors against the alternative hypothesis that there are r or more cointegrating vectors.
Table 5. Indonesia: Cointegration Analysis of Money Demand, 1974–95
Notes: The vector autoregression includes one lag on each variable. The statistics L(max) and L(trace) are Johansen’s maximal eigenvalue and trace eigenvalue statistics for cointegration. The weak exogeneity and significance test statistics are evaluated under the assumption that rank = n and are therefore asymptotically distributed as χ2(n). Critical values are simulated, because standard tables do not exist in the presence of step dummy variables. * denotes significance at the 5 percent level. All monetary aggregates are expressed in logs. 1983D and 1988D are dummy variables that take on values of unity after 1983 and 1988.
Table 6. Malaysia: Cointegration Analysis of Money Demand, 1976–95
Notes: The vector autoregression includes one lag on each variable. The statistics L(max) and L(trace) are Johansen’s maximal eigenvalue and trace eigenvalue statistics for cointegration, adjusted for degrees of freedom (Reimers, 1992). The weak exogeneity and significance test statistics are evaluated under the assumption that rank = n and are therefore asymptotically distributed as χ2(n). Critical values are from Osterwald-Lenum (1992). * denotes significance at the 5 percent level. All monetary aggregates are expressed in logs.
Table 7. Singapore: Cointegration Analysis of Money Demand, 1975–95
Notes: The vector autoregression includes one lag on each variable. The statistics L(max) and L(trace) are Johansen’s maximal eigenvalue and trace eigenvalue statistics for cointegration, adjusted for degrees of freedom (Reimers, 1992). The weak exogeneity and significance test statistics are evaluated under the assumption that rank = n and are therefore asymptotically distributed as χ2(n). Critical values are from Osterwald-Lenum (1992). * denotes significance at the 5 percent level. All monetary aggregates are expressed in logs.
Table 8. Thailand: Cointegration Analysis of Money Demand, 1978–95
Notes: The vector autoregression includes one lag on each variable. The statistics L(max) and L(trace) are Johansen’s maximal eigenvalue and trace eigenvalue statistics for cointegration, adjusted for degrees of freedom (Reimers, 1992). The weak exogeneity and significance test statistics are evaluated under the assumption that rank = n and are therefore asymptotically distributed as χ2(n). Critical values are from Osterwald-Lenum (1992). * denotes significance at the 5 percent level. All monetary aggregates are expressed in logs.
The critical values for the trace and maximal eigenvalue statistics are from Osterwald-Lenum (1992), except for Indonesia (see below). Miyao (1996) shows, on the basis of simulations of U.S. money demand equations, that there are substantial size distortions in the Johansen (1988) procedure. Using conventional critical values, the Johansen test tends to reject the null hypothesis of no cointegration too often (Reimers, 1992). To partly address this size problem, we apply a simple small sample correction to the eigenvalues by multiplying both eigenvalue statistics by T - n * m, instead of T, where T is the sample size, n is the number of endogenous variables, and m is the number of lags (m = 1 in all the estimates reported in Tables 5–8).
For Indonesia, two (0,1) dummy variables are included to capture the effects of the major financial reforms in 1983 and in 1988. The corresponding critical values are simulated because published critical values are not available for the Johansen procedure when the estimation includes dummy variables.19 These critical values are simulated through the following sequence. First, 22 random observations—equal to the sample size—are simulated, corresponding to each of our endogenous variables. These variables are regressed on a constant and two dummy variables, and the residuals from this regression are used to form the sample moments that asymptotically converge to the standard Wiener processes involved in the expressions for the Johansen procedure. Using these expressions, we form the approximate limiting distributions of the maximal and trace eigenvalue statistics; 10,000 replications are generated to approximate the limiting distribution from which we can find the 5 percent critical values.
With the above small sample eigenvalue corrections and critical values, it is more difficult to reject the null of no cointegration. The estimates of the long-run cointegrating vector are reported in Tables 5–8, including in cases where we cannot find cointegration. It should be noted, however, that a number of other studies using the Johansen procedure with limited samples do not correct the critical values for the sample size, and this may lead to rejecting the null hypothesis (no cointegrating vectors) too often. If, as in earlier studies, we use conventional asymptotic critical values, the null of no cointegration can be rejected far more often in the present estimates as well. However, this procedure is clearly not valid, and we therefore conclude that in most cases conventional money demand equations do not cointegrate.
Our results imply that the null hypothesis of no cointegration can be rejected only for Malaysia. Although some nominal money demand equations do cointegrate, equations with real money on the left-hand side do not, and, moreover, a number of coefficients have the wrong sign, suggesting that these behavioral relations are poorly determined. As a result, for most countries, it would not be valid to proceed further either with testing for exogeneity of right-hand-side variables or with modeling the short-run adjustment processes.
In Indonesia, the null of no cointegration cannot be rejected for any of the money demand specifications, including when the differential between the foreign return and the domestic return on broad money (FOR-RET) is used as the opportunity cost variable.
In Malaysia, we can reject the null hypothesis of no cointegration for real narrow money, nominal broad money, and real broad money. For real narrow money, the coefficients on LGDP and TIME are significant and of reasonable magnitude—a 1 percent increase in GDP raises the demand for real narrow money by 1.18 percent. For nominal broad money, surprisingly, the constraint of unit price homogeneity is rejected, and the coefficient on LGDP is well below unity. In the real broad money equation, although the coefficients are reasonable, none is statistically significant. When the foreign interest rate is substituted for the money market rate, it has the predicted negative effect, but the own rate does not exert the predicted positive effect. Moreover, in both the narrow money and broad money equations, income and interest rate variables are not weakly exogenous, suggesting that the relationship between these variables may not be unidirectional—in a statistical sense, movements in income, for example, may lead to movements in monetary aggregates.
In Singapore, only the equations for nominal narrow and broad money cointegrate. For nominal narrow money, the coefficient on the foreign interest rate appears reasonable, while the coefficient on real GDP is rather small. The hypothesis that the coefficient on LCPI is unity can be rejected at a very high level of significance. For nominal broad money, the coefficients are not plausible—both the domestic and the foreign returns have the wrong signs.
In Thailand, only the equation for nominal narrow money cointegrates with plausible coefficient signs and magnitudes, and the test for unit elasticity on LCPI cannot be rejected.
The opportunity cost of holding narrow money is proxied by the rate of return on time deposits, while the opportunity cost of holding broad money is proxied by the money market rate less the time deposit rate weighted by the share of quasi-money in broad money.
For Singapore, where domestic residents have access to a large Eurodollar market, the opportunity cost of narrow and broad money is proxied by the three-month dollar LIBOR minus (plus) the expected depreciation of the Singapore dollar vis-à-vis the U.S. dollar. The expected rate of exchange rate depreciation is proxied by the five-year moving average of actual exchange rate changes. For consistency, similar foreign interest rate variables are included in the empirical money demand equations for the other ASEAN countries.
All data are taken from the IMF’s International Financial Statistics. Interest rate data are from lines 60b and 601. Data on narrow money and on broad money (quasi-money), with the exception of Indonesia since 1988, are from International Financial Statistics, lines 34 and 35. For Indonesia, post-1988 data on monetary aggregates are from Bank Indonesia. Data on nominal and real GDP and consumer price indices for all countries are from International Financial Statistics, lines 99b, 99b.p, and 64, respectively.
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Tim Callen and Patricia Reynolds
Capital market development and financial deregulation in Malaysia and Thailand are opening up new and increased financing opportunities for businesses and households. This paper looks at how capital markets have developed in these countries and assesses how the development of these markets, together with the deregulation of financial intermediaries, has affected the financing of economic activity and, thereby, the transmission of monetary policy to the economy.
In both Malaysia and Thailand, the use of external finance (debt and equity) by the corporate sector has increased significantly in recent years. In Thailand, this has occurred mainly through a rapid increase in borrowing from financial intermediaries, while in Malaysia there has been greater use of the capital markets. This difference reflects both the more developed nature of the capital markets in Malaysia and the less stringent controls imposed on financial intermediaries in Thailand. The increased reliance on external financing has important implications for the transmission of monetary policy to the real economy. While there may be some loss in the potency of direct controls on the banking system, the increased use of external financing may make the economy more sensitive to changes in interest rates. Evidence from vector autoregressions provides some support for the view that the potency of interest rate policy has increased in recent years.
The relative size of financial intermediaries and the capital markets in Malaysia and Thailand is shown in Figure 1.1 Two measures of the size of the financial intermediary sector are given: the ratio of commercial bank assets to GDP and the ratio of total financial sector assets to GDP.2 In both countries, these measures show steady financial deepening throughout the sample period.
Figure 1. Relative Size of Financial Intermediaries and the Capital Markets
(In percent of GDP)
Sources: IMF, International Financial Statistics (various issues); Bank of Thailand, Quarterly Bulletin (various issues); Stock Exchange of Thailand (1995); and Bank Negara Malaysia.
Various indicators of the structure and size of the Malaysian and Thai equity markets are shown in Figure 2. Given that the concept of equity is firmly entrenched in Malaysia (securities have been traded there in some form for more than a century), market capitalization of the Kuala Lumpur Stock Exchange already exceeded 80 percent of GDP in 1980. By the end of 1995, market capitalization had reached 265 percent of GDP, making the Malaysian market about three times larger than the Thai market and larger than the markets in many other Asian and industrial countries (Figure 3). Even though the Kuala Lumpur Stock Exchange has always been much larger (relative to GDP) than the Stock Exchange of Thailand, the general pattern of equity market development has been similar across the two countries since 1980. The size of the stock markets remained broadly unchanged between 1980 and 1985, began to accelerate in 1986, and rose particularly rapidly with the inflow of foreign capital during 1992-93. Although market capitalizations subsequently fell, the markets in both countries were still 60 percent larger relative to GDP in 1995 than in 1992. In Malaysia, privatization has been an important spur: 24 public enterprises have been listed on the stock market, accounting for 22 percent of total market capitalization at the end of 1995.
Figure 2. Indicators of Stock Market Development
Sources: Data provided by Bank Negara Malaysia and the Kuala Lumpur Stock Exchange; Stock Exchange of Thailand, Monthly Review (various issues), and Stock Exchange of Thailand (1995).
1 In percent of nominal value.
2In percent of turnover.
Figure 3. Stock Market Capitalization
(In percent of GDP)
Sources: International Finance Corporation, Emerging Stock Markets: Factbook, 1995; IMF, World Economic Outlook Database; Bank Negara Malaysia; and Stock Exchange of Thailand (1995).
The bond market in Thailand is comparatively small, while that in Malaysia is the second largest in the region after Singapore; both markets have declined in size since 1988 (Figure 4). In Thailand, out standing issues fell to 10 percent of GDP during the period and, while the stock and bond markets were the same size in 1988, by 1995 the stock market was nearly nine times as large as the bond market. Similarly, in Malaysia, outstanding issues declined from 65 percent to 48 percent of GDP, and the relative size of the stock market increased from a factor of less than two to a factor of more than five.
Figure 4. Outstanding Bond Issues
(In percent of GDP)
Sources: World Bank (1995); Bank of Thailand, Quarterly Bulletin (various issues); and Bank Negara Malaysia.
1Includes bonds issue by Cagamas, the national mortgage corporation, and nonfinancial public enterprises.
2Refers to 1993.
The declines in the relative sizes of the bond markets between 1988 and 1995 are due to the fiscal surpluses run by both the Malaysian and Thai governments and the resultant reduction in government debt out-standing, which has been only partly offset by increased issuance from other borrowers (Figure 5). The state enterprise sector is now the largest issuer in the domestic bond market in Thailand. The corporate bond markets3 in both countries have grown rapidly in recent years, albeit from a low base. In Thailand, restrictions on corporate bond issues were eased in 1992; this, together with the establishment of the Thai Rating and In-formation Service, a credit rating agency, in March 1993 and the Bond Dealers Club in September 1994, led to a large increase in the number of companies tapping the debt market. The outstanding stock of corporate bonds was B 134 billion at the end of 1995, with over B 100 billion issued in 1994-95.
Figure 5. Outstanding Domestic Bond Issues
Sources: Bank of Thailand, Quarterly Bulletin (various issues). Thai Bond Dealers Club; and Bank Negara Malaysia.
1Includes bonds issued by nonfinancial public enterprise.
In Malaysia, outstanding corporate issues were RM 22 billion in 1995 (4 percent of stock market capitalization), compared with RM 0.4 billion (½ of 1 percent of stock market capitalization) in 1987. As in Thailand, the establishment of a credit rating agency (Rating Agency Malaysia Berhad) in 1990 has been an important spur to the growth of the private bond market.4 Two of the greatest impediments to further development of the private bond market—which these countries are currently addressing—are the absence of a benchmark interest rate (owing to short supply and the sluggish turnover in the government bond market) and the lack of an efficient trading and settlement system.
Figures 6 and 7 illustrate that in recent years Malaysian and Thai entities have raised similar amounts of finance, as a proportion of GDP, through the international capital markets and syndicated bank loans. In Thailand, however, banks and other financial institutions have accounted for a larger proportion of funds raised. The operation of the Bangkok International Banking Facilities (BIBF)5 since 1993, the stable exchange rate, and the large interest rate differential vis-à-vis the United States have all made the issue of debt in overseas markets attractive to domestic issuers. In Malaysia—where potential borrowers or issuers of equity in the international markets must obtain approval from Bank Negara Malaysia—the nonfinancial public enterprises have been the primary participants. Commercial banks and other financial institutions have not had a major presence.
Figure 6. Funds Raised from International Sources by Instrument
(In percent of GDP)
Source: IMF, Developing Country Bonds, Equities, and Loans Database.
Figure 7. Funds Raised from International Sources by Borrower
(In percent of GDP)
Source: IMF, Developing Country Bonds, Equities, and Loans Database.
Financial deregulation and the development of capital markets have significant implications for the role of financial intermediaries, the financing of investment and consumption, and the structure of private saving. Financial intermediaries face pressures on both sides of their balance sheets as the nature and range of the assets and liabilities available to them change. Firms have a larger choice of external finance options, and households a wider range of saving options, as capital markets develop and overseas markets become accessible. In this section, the banks, business enterprises, and households are in turn examined to see how their balance sheets have developed with financial deregulation and the growth of capital markets.
Before 1990, banks in Thailand were subject to controls on deposit and lending rates and had limited access to debt funds through the capital markets. This led to excess demand for loans by domestic borrowers and to credit rationing. Being limited in their ability to raise funds, banks acted as asset managers—accepting deposits that came their way and allocating them among various assets. Interest rate liberalization and greater access to capital markets—particularly international capital markets—increased financing opportunities and allowed greater competition for deposits. Hence, banks have become better able to act as liability managers by tailoring their funding more effectively to match the domestic demand for loans, subject to the credit plans agreed on with the government.6
These developments have had two main implications for the balance sheet of the Thai banking sector (Table 1). First, before 1990, bank deposits and lending moved broadly in line; over the past five years, lending has grown considerably more rapidly than deposits, and the loan-to-deposit ratio has increased to well over 100 percent. Second, the foreign component of banks’ balance sheets has expanded more rapidly than the domestic component, with the increased borrowing through the BIBF and other international markets being matched on the asset side by higher foreign currency lending through the BIBF.
Table 1. Thailand: Selected Developments in the Consolidated Balance Sheet of Commercial Banks
Sources: Bank of Thailand, Quarterly Bulletin (various issues); and IMF, International Financial Statistics (various issues).
1 Defined as lending rate minus deposit rate.
Financial institutions’ greater use of the international capital markets is simply a form of international financial intermediation and a primary mechanism through which international capital flows reach the domestic economy. This form of business has become attractive to banks for several reasons. First, the longer loan maturity generally available in international markets gives banks better scope for funding their own long-term loans. Second, loans extended through the BIBF were not included in the credit plans until 1995, and a reserve requirement on short-term foreign borrowing (less than one year) was not introduced until 1996. Most important, however, the stability of the currency has allowed banks to take full advantage of the spread between domestic and U.S. dollar interest rates.7
Malaysian financial institutions have not had as large a role in international intermediation as their Thai counterparts. Most of their international borrowing has taken place through head offices and branches or bilaterally with foreign financial institutions, and so Malaysian banks have accounted for only a small portion of total international bond issues and syndicated borrowing (Figure 7). Although foreign liabilities of commercial banks expanded rapidly between 1989 and 1993, they fell subsequently (Table 2), and the growth rates of foreign and domestic components of bank balance sheets have been comparable. Also, in contrast to Thailand, the loan-to-deposit ratio has fallen in Malaysia in recent years—although it is still over 100.
Table 2. Malaysia: Selected Developments in the Consolidated Balance Sheet of Commercial Banks
Source: Bank Negara Malaysia, Monthly Statistical Bulletin (various issues).
1 Private and public enterprises.
2 Purchase of stocks and shares.
3 Including loans to foreigners.
4 End-of-year average lending rate less the end-of year three-month fixed deposit rate.
In part, these developments were due to changes in the regulatory environment. In Malaysia, the statutory reserve requirement has been raised steadily from 4½ percent in 1989 to 13½ percent currently, and was expanded in 1994 to cover all externally sourced liabilities. Thus, loans and advances to domestic borrowers have fallen as a share of total assets since the early 1990s, and negotiable certificates of deposit and banker’s acceptances have replaced foreign borrowing as a source of funding.8 Other factors included the need to obtain approval for foreign borrowing from Bank Negara Malaysia9 and lending guidelines designed to ensure that priority sectors obtain adequate funding.
While there is a large literature on the capital structure of companies in industrial countries, much less is known about the capital structure of companies in developing countries. In this section, the theoretical determinants of corporate capital structure are briefly discussed, and evidence on the financial structure of companies in a selection of industrial countries is provided. Evidence on the corporate capital structure in Thailand and Malaysia is then presented.
In simple accounting terms, the corporate balance sheet can be represented as
where K represents the nonfinancial assets of the company, F the financial assets, N internal capital, and X eternal liabilities. Taking first differences of (1) yields the flow of funds identity
so that any increase in the company’s assets is financed from either internal funds or an increase in external liabilities. This can be rewritten as
where I is gross investment (ΔK), R is retained earnings (corporate earnings after interest and taxes, less dividends paid), S is new equity issues, and L is debt.
Internal and external funds are unlikely to be perfect substitutes, because of both outright restrictions (e.g., the minimum size required for a stock market listing) and a number of direct and indirect costs that are likely to make external funds more expensive than funds generated internally by the firm. In particular, the existence of informational asymmetries between borrowers and lenders will result in a higher cost of external finance, because the lender—lacking full information—is unable to specify and verify the behavior of the borrower in all situations (contracts are “incomplete”). In such a situation, lenders will have to screen and monitor borrowers, seeking to identify high-quality borrowers so as to minimize the risk of default. However, the absence of full information raises the problem of adverse selection, where it is not possible for a “good” company to completely distinguish itself from a “bad” company. As a consequence, the good company may face a premium on its cost of borrowing. Once the loan has been made, the lender also needs to monitor the actions of the borrower to ensure that the borrower is not acting contrary to the lender’s interests (e.g., by undertaking higher-risk projects that may increase the potential payoff to the borrower, but that also raise the risk of default). As screening and monitoring are costly and imperfect, the price of credit will be higher than if there were full information and complete contracts.10
The presence of these external finance costs leads to a financing “hierarchy,” with internally generated funds being the cheapest source of finance, followed by debt, and then equity (Myers, 1984).11 Within debt finance, banks may have a competitive advantage over the capital markets for certain types of borrowers because their closer relationship with the borrower allows them to screen and monitor behavior more effectively.
A number of studies have found that capital structures in industrial countries generally conform to the predictions of the financing hierarchy (see, e.g., Mayer, 1988, 1989). Details of the corporate capital structure in a number of industrial countries are reported in Table 3. While there are important differences across countries and between subperiods, the results are generally as reported in previous studies, with retained earnings being the single most important source of financing in all but one country. Debt financing is the primary source of external funding, with bank loans being the most important component of debt financing in France, Italy, and Japan, and the bond market in Canada and the United States. New equity issues are much smaller. Furthermore, there has been no trend toward greater use of external finance in any of these countries over the sample period.
Table 3. Corporate Capital Structure in Selected Industrial Countries
(As a percent of investment in financial and nonfinancial assets)
Sources: OECD, Non-Financial Enterprises Financial Statements, 1994; and IMF, International Financial Statistics (various issues).
1 Trade credit and accounts payable.
2 “Other” also includes foreign bank loans and borrowing from affiliates.
3 Debt plus equity plus retentions does not equal total finance owing to the existence of capital transfers.
Work on corporate financial structure in developing countries has been more limited (see International Finance Corporation, 1991; Singh and Hamid, 1992; and Singh, 1995). These studies find that, while retained earnings are an important source of finance for developing country firms, there is greater reliance on external finance than in industrial countries (Table 4). These firms are more reliant on equity financing in particular, but debt finance also plays a key role.12
Table 4. Evidence on Corporate Financing in Developing Countries
(In percent of growth in net assets)
Source: Singh (1995).
Note: Sample is the largest 100 manufacturing companies in each country for 1980-90 (where data are available). Countries in the sample are Brazil, India, Jordan, the Republic of Korea, Malaysia, Mexico, Pakistan, Thailand, Turkey, and Zimbabwe.
1 Sample is 1983-90.
The results for Malaysia and Thailand are broadly consistent with those for the sample as a whole.13 For the average company in the sample, retentions account for 28 percent of finance in Thailand and for 36 percent in Malaysia. In Malaysia, equity finance accounted for a more significant proportion of external finance than debt (47 percent against 18 percent). Equivalent data for Thailand are not available. However, other statistics indicate that debt is a more important source of external funding in Thailand than in Malaysia. The average ratio of debt to net assets is 55 percent in Thailand, compared with 15 percent in Malaysia, while the average ratio of debt to equity is 154 percent in Thailand, compared with only 27 percent in Malaysia.14
An alternative to using balance sheet data is to take a more macro approach through an analysis of financial flows to the private corporate and public enterprise sectors.15 Lending from banks and other financial intermediaries (domestic and international) and capital raised in the domestic and international capital markets reveal how the capital structure of companies has changed in recent years. In Thailand, funding from domestic sources accounted for almost all finance raised before 1991 (Table 5). Since then, the open capital account has allowed funds raised overseas to become an increasingly important source. Within the domestic component, financial intermediaries account for most of the finance provided. Although equity and bond markets have developed, these still provide a relatively small proportion of the funds raised. Foreign bond issues have increased since 1993, but international equity issues have been insignificant. This may be because firms have access to reasonably cheap equity funds at home, but cannot issue debt or borrow from banks as cheaply or for as long. Also, there are limits on the proportion of domestic equity that foreigners can hold. State enterprises have not been big borrowers in the international markets, although they have accounted for a little over one-half of domestic bond issues.
Table 5. External Financing of Thai Enterprises
Sources: Bank of Thailand, Quarterly Bulletin (various issues); Stock Exchange of Thailand (1995); data provided by the Thai Bond Dealers Club; and IMF, Developing Country Bonds, Equities, and Loans Database.
1 Includes issues by the financial sector.
2 Excludes short-term (less than one year) loans.
While domestic funds are also the main source of finance for companies in Malaysia, the proportion of overseas finance is significantly higher than in Thailand (Table 6), mainly because of borrowing by non-financial public enterprises, particularly through syndicated bank loans. Within the domestic funding component, loans from financial intermediaries have fallen significantly, while funds raised through domestic bond and equity markets have become more important and, in some years, have come close to the amounts borrowed from financial institutions. Because the domestic equity market has consistently been an important source of financing during the sample period, this increased funding from domestic financial markets has mainly reflected the rising importance of the bond market, which now accounts for over 15 percent of funds raised.
Table 6. External Financing of Malaysian Enterprises
Sources: Data provided by Bank Negara Malaysia; and IMF, Developing Country Bonds, Equities, and Loans Database.
1 Figures for 1981-88 include finance company lending only; those for 1989-95 include finance company and merchant bank lending.
2 Excludes issues from Cagamas, the national mortgage corporation, but includes commercial paper.
3 Excludes short-term (less than one year) loans.
Given data on investment and estimates of external finance, estimates of internal finance can be derived as the residual from equation (3).Table 7 reports the results of this exercise. Two sets of results are reported for each country. For Thailand, the first set is for the private corporate sector only, while the second is for the private corporate and public enterprise sectors combined. Both sets of results assume that companies are financing gross domestic physical investment.16 For Malaysia, both sets of results are for the private corporate and public enterprise sectors. The first set of results assumes that companies are financing gross physical investment, while the second assumes they are financing both physical and financial investments (approximated by the increase in corporate deposits with financial institutions).
Table 7. Estimates of Corporate Capital Structure in Malaysia and Thailand
(In percent of gross investment)
Source: IMF staff estimates.
1 Investment is defined as total private and public sector investment less government development expenditure.
2 Investment is defined to also include corporate deposits at financial institutions.
The results all indicate that there has been a significant shift toward external finance in both countries, particularly during the 1990s. In Thailand, between 1980 and 1990, about two-thirds of investment is estimated to have been financed from internal funds; this fell to one-third between 1991 and 1995. Within external finance, debt has remained by far the most significant financing source and, within this, financial intermediaries are the most important. Their importance increased markedly during 1991-95, with financial intermediaries accounting for more than one-half of funding. Bond and equity financing has increased, but remains small (totaling about 10 percent of funding in 1991-95). Similarly, in Malaysia, the role of external finance has grown, although this is due to increased use of the bond and equity markets rather than to increased borrowing from financial intermediaries. Business surveys conducted by the Bank of Thailand and Bank Negara Malaysia broadly confirm these results (Table 8).
Table 8. Survey Evidence on Sources of Financing for Gross Fixed Capital Expenditure
Sources: Bank Negara Malaysia; and Bank of Thailand.
1 Results for Malaysia are for 1993 and 1994. Survey covers approximately 1,000 companies in the agricultural, mining, manufacturing, services, transportation, and construction sectors.
2 Results for Thailand are for 1995. Survey covers 775 companies in the manufacturing sector.
3 Results for years corresponding to the survey years (not explicitly displayed in Table 7).
Compared with Singh’s (1995) findings, the results presented in this paper suggest a more important role for debt in Malaysia and for internal finance in both countries. This result may stem from differences in the data sets: Singh looked at only the largest quoted companies, and his sample ended in 1990. Large companies, given their greater access to the capital markets, are likely to rely less on internal finance than the corporate sector as a whole. For small companies, as deregulation has allowed risk to be priced more appropriately and has opened up new financing sources for the banks, credit should have become more easily available. Also, banks have increasingly had to look at the smaller company market as large companies have taken advantage of new financing options.
A number of potential explanations exist for the apparent increased reliance on external financing sources. For instance, one could argue that, as capital markets and financial intermediaries have developed, the informational asymmetries that exist between borrowers and lenders have declined (e.g., owing to better research and greater disclosure requirements), reducing the costs of external finance. But, it is also possible—and perhaps more likely—that the underlying high rates of economic growth and the sharp increase in the growth of investment in both Malaysia and Thailand have necessitated greater reliance on external finance, facilitated by the development of domestic capital markets and capital account liberalization (see Sussman, 1994, for a similar argument for differences in the importance of internal finance between Japan and the United States).
Under the rational-expectations-permanent-income hypothesis of consumption behavior (Hall, 1978), individuals consume out of their expected lifetime “permanent” incomes. In broad terms, if current incomes are below those expected in the future, individuals will borrow so as to smooth their lifetime consumption. However, if capital markets are imperfect, individuals may be liquidity constrained and unable to smooth consumption optimally. A number of studies on industrial countries (e.g., Blundell-Wignall, Browne, and Cavaglia, 1991) have found that financial deregulation, by increasing the borrowing opportunities available to individuals, has reduced such liquidity constraints and allowed greater scope for consumption smoothing. As individuals have increased their borrowing, the stock of outstanding personal sector debt has risen.
Personal sector debt in Malaysia and Thailand has risen quite rapidly in recent years (Figure 8). In Malaysia, the outstanding debt stock had reached 30 percent of GDP by the end of 1995. Borrowing for consumption purposes has accounted for a large proportion of this rise, increasing from 6 percent of GDP in 1990 to 14 percent of GDP in 1995, while borrowing for housing purposes has remained broadly unchanged since the mid-1980s. In Thailand, borrowing for consumption (the only data available) has increased to 22 percent of GDP, compared with 11 percent in 1990. Consequently, the leverage of the personal sector, like that of the corporate sector, has significantly increased in recent years.
Figure 8. Personal Sector Debt
(In percent of GDP)
Sources: Bank of Thailand, Quarterly Bulletin (various issues); and Bank Negara Malaysia.
This section looks at the implications for the conduct of monetary policy of the changes in the financial structure of the Malaysian and Thai economies described in the previous section.
The monetary transmission mechanism is defined by the impact of a change in the monetary policy instrument (usually the short-term interest rate or base money) on intermediate variables (such as broad money or domestic credit) and final objectives (output and inflation). In a standard, closed-economy model of this process, the demand for and the supply of money determines the short-term interest rate. The central bank, by operating on the supply of money, can bring about changes in this rate. For example, by selling bonds to the public, the central bank can reduce the supply of money. Interest rates must then rise in order to encourage increased bond holdings and restore equilibrium. If prices are slow to adjust, a change in the nominal interest rate results in a change in the real rate that, in turn, affects interest-sensitive consumption, investment, and output decisions. As prices adjust in the longer run, the real effects dissipate. However, this standard model does not explain how relatively small changes in short-term interest rates can generate large observed changes in economic activity—in particular, long-term investment and durable consumption spending—which often occur with substantial time lags.
The credit view of the monetary transmission mechanism enriches the standard model by considering the cost differential between internal and external funds (the external finance premium) that may arise under the existence of adverse selection, moral hazard, or both.17 Policy-driven changes in short-term interest rates may affect this premium through two possible channels: the bank-lending channel and the balance-sheet channel (see Bernanke and Gertler, 1995, for an overview of this literature).
Models of the bank-lending channel typically rely on two assumptions (see, e.g., Bernanke and Blinder, 1988). First, there is imperfect substitutability between bank lending and other sources of capital for some borrowers. As discussed in the previous section, this may be true—particularly for households and small companies—when large monitoring costs exist. Second, it is assumed that the central bank can affect the volume of bank credit through its open market operations. For example, a sale of government bonds enacted through the banking system reduces bank reserves, which, in turn, causes a reduction in bank lending if the reserves cannot easily be replaced, say, by issuing certificates of deposit. It follows that the central bank’s ability to affect the supply of credit provides monetary policy with a distinctive way to influence economic activity through its ability to directly alter the availability of funds to some sectors of the economy.
The balance-sheet channel focuses on the transmission of monetary policy through its impact on private balance sheets (see Bernanke, Gertler, and Gilchrist, 1996, for a broad overview). For companies, a tightening of monetary policy that raises interest rates will weaken their balance sheets by reducing cash flow. This may happen directly through higher interest payments on existing debt or by reducing the value of assets used for collateral (as higher rates of discount are applied to expected future asset earnings), or both. The deterioration in balance sheets may also occur indirectly, as reduced spending by firms that are directly affected feeds through to other firms in the economy. Given that changes in corporate net worth affect the premium on external finance, the decline in internally generated funds is likely to make external finance more expensive and thereby impinge on investment spending. Households may face a similar deterioration in their balance sheets and, in addition, may reduce consumption spending on the basis of reduced wealth from declining asset prices.
Studies of the structure of corporate balance sheets and informational asymmetries in capital and credit markets in industrial countries suggest that higher cash flows boost investment by providing more low-cost funding and collateral backing for external finance; higher leverage discourages investment by raising the cost of external financing; and cash flow is more important for small firms and highly leveraged firms because of their limited access to the capital markets (see Fazzari, Hubbard, and Petersen, 1988, for the United States; Devereux and Schiantarelli, 1989, for the United Kingdom; and Mills, Morling, and Tease, 1993, 1994, for Australia). These findings imply that changes in short-term interest rates can influence investment, not only through the discount rate used to assess investment projects, but also through the impact on corporate cash flow. Companies that depend on bank loans to finance investment will bear the brunt of any tightening in policy, although even firms that have access to other sources will face higher costs of external finance. In general, the sensitivity of companies to tighter monetary conditions will depend on their initial levels of debt, with the more highly leveraged firms being the most affected.
The impact of financial liberalization and capital market development on the bank-lending and balance-sheet channels of monetary policy is not clear. The bank-lending channel is likely to be weakened as alternative sources of finance develop. Companies have more scope to switch away from bank financing, and alternative sources of funding for financial intermediaries develop that allow them to become less reliant on deposits. However, the balance-sheet channel will be strengthened to the extent that corporate debt levels rise in response to deregulation and capital market development and make the corporate sector more sensitive to any given change in interest rates.
To investigate the monetary transmission mechanisms in Malaysia and Thailand, vector autoregressions (VARs)18 are estimated to characterize the dynamic relationships among the key variables in each economy. These can then be used to trace the predicted impact of a shock to one variable on the other variables in the system. In Malaysia, monthly data were available for January 1976—April 1996, whereas in Thailand data were available for January 1987–May 1996. Because of the short Thai sample, more emphasis is placed below on the results for Malaysia. Full details of the data and procedures used are provided in Appendix II.
For Malaysia, a five-variable VAR was estimated using the interbank interest rate, domestic credit, industrial production, consumer prices, and the exchange rate. Two exogenous variables—an index of oil and commodity prices and the London interbank offered rate (LIBOR)—were also included in order to control for external supply-side and monetary shocks. As Bank Negara Malaysia often targets the interbank interest rate, it is interpreted here as an indicator of the stance of monetary policy. A shock to the interest rate equation is thus taken to be a change in monetary policy, and the responses of the other variables are interpreted as the structural responses of economic activity to this change.
The top panel of Figure 9 shows the impulse response functions of three of the variables in the Malaysian system to a positive, onetime, 1 percentage point shock to the interest rate, using results from the system estimated on the full data sample.19 Domestic credit begins to decline about ten months after the shock. The decline in output begins about six months after the shock and then reverses after a year and a half. The decline in the price level is very small. However, it should be noted that most of these responses are not significantly different from zero (in a statistical sense).20
Figure 9. Malaysia: Responses to a 1 Percentage Point Increase in the Interest Rate
(In percent of initial value)
Source: IMF staff estimates.
To see whether the transmission of monetary policy has changed with the development of capital markets in Malaysia, the VAR was reestimated using only the 1987-96 observations. As shown in the bottom panel of Figure 9, the responses of all three variables to a 1 percentage point interest rate shock are significantly larger. Domestic credit begins a steady fall five months after interest rates rise. Output falls immediately, continues falling for about three years after the shock, and then returns to its initial value by the sixth year. The price level falls slowly and remains below its initial value.
At face value, these results confirm that interest rate policy has increased in potency in recent years. However, because both capital market development and financial liberalization have occurred during this time, it is difficult to say whether this change is due to a strengthened balance-sheet channel (increased interest rate sensitivity attributable to higher leverage ratios) or interest rate liberalization. The insignificant responses of all variables to interest rate changes predicted by the full-sample VAR suggest that the transmission of changes in interbank rates to other interest rates—such as lending rates—may have been weak during the earlier part of the sample.21
VARs for Thailand were estimated using data on the minimum loan rate,22 domestic credit, manufacturing production, consumer prices, and the exchange rate; again, an oil and commodity price index and LIBOR were included as exogenous variables. The top panel of Figure 10 plots the responses to a 1 percentage point shock to the minimum loan rate. Domestic credit is predicted to rise above its initial value for a few months and then to begin a sustained decline. Output contracts strongly for about a year and then slowly returns to its initial level. Prices fall by only a small amount. However, as in the full-sample Malaysian VAR, few of the responses are significantly different from zero. The bottom panel of Figure 10 displays results for a system estimated with a sample that begins three years later, in 1990.23 Although the magnitudes of the domestic credit and price responses appear to be smaller in the latter part of the sample, these responses are more precisely estimated than for the full sample and are more often statistically significant. While these results provide weak support for a stronger transmission mechanism during the 1990s, the lack of a more definitive result may be due to the short data sample that required an overly parsimonious model to be estimated and to a comparison across two samples that have more observations in common than not. It is also possible that changes in the minimum loan rate are simply not very informative about the stance of monetary policy in Thailand.24
Figure 10. Thailand: Responses to a 1 Percentage Point Increase in the Interest Rate
(In percent of initial value)
Source: IMF staff estimates.
The VAR analysis undertaken in this section provides some support for the hypothesis that interest rate policy has become more potent following financial deregulation and capital market development. In Malaysia, changes in the interest rate appear to have a larger impact on domestic credit, which feeds through to larger changes in output and prices. In Thailand, changes in the minimum lending rate appear to elicit more significant responses in domestic credit, output, and prices. While the results are consistent with a strengthening of the balance-sheet channel, which could occur as higher leverage ratios lead to greater interest rate sensitivity in these economies, they also reflect the substantial financial liberalization in both countries, which may have contributed to a stronger link between lending rates and policy instruments. While the latter should improve the potency of policy on its own, the impact will be magnified if firms and households are, in general, more sensitive to interest rate changes.
Capital markets have developed rapidly in both Malaysia and Thailand in recent years, facilitating a noticeable shift from internal to external finance, as well as higher rates of investment and growth. In Thailand, the shift has occurred through increased borrowing from financial intermediaries, while in Malaysia, use of the capital markets has expanded. This pattern appears to reflect the greater development of debt and equity markets in Malaysia, and the more liberal regulation of the Thai banking sector and—associated with this—the rapid growth of the BIBF. This paper has provided some evidence that these developments, in combination with financial liberalization, have increased the efficiency of interest rate policy.
In the future, the implementation of monetary policy will be affected by three key trends. First, firms’ use of external finance—and thus their leverage ratios—will depend crucially on the outlook for growth and investment. In the short term, recourse to external finance is likely to remain high. This should decline as growth and investment rates slow over the medium term, although debt levels are still likely to be higher than they were before capital market development.
Second, there is likely to be a further shift from bank to bond financing and a resultant decline in the role of financial intermediaries relative to other sources of funding. Dalla and others (1995) predict that Asian bond markets will need to grow substantially over the next ten years because of the need for infrastructure spending, which requires especially long-term finance. If the current high rates of investment do not increase further, this would imply a reduction in the share of bank financing, although the role of financial intermediaries in the economy may not decline if more bank revenue is derived from fee-based activities.
Third, the composition of bank loan portfolios is likely to change. More firms will have greater access to nonbank sources of finance as disclosure requirements and the development of rating agencies reduce monitoring costs. Banks will increasingly look to smaller borrowers as large companies take advantage of alternative financing options, and the debt levels of small firms and consumers are likely to rise.
These trends have several implications for the conduct of monetary policy in the immediate future. The emergence of new financial instruments and nonbank sources of funding is likely to weaken the bank-lending channel and, also, to make direct controls on the banking sector less effective. However, as the debt levels of firms and individuals rise, economic activity should become more sensitive to interest rate changes. Given that financial liberalization is likely to continue—thereby increasing the speed with which changes in policy interest rates are transmitted through the system—there is scope for the potency of interest rate policy to increase over the medium term. Although the net impact on monetary policy effectiveness is theoretically ambiguous, the results in this paper indicate that, in the recent past, the improving strength of the balance-sheet channel may have outweighed the deterioration in the bank-lending channel. In the longer run, the effects of continued financial liberalization and capital market development may be offset by slowing investment and declining leverage ratios. Recent simulations conducted for the major industrial countries suggest that the response of GDP to changes in the policy interest rate has increased as financial deregulation and capital market development have continued in these countries (International Monetary Fund, 1996).
Another implication is that the sectoral impact of monetary policy is likely to change. As bank portfolios become more concentrated in loans to small companies and households, any policies that do act on the bank-lending channel will have the greatest impact on these small borrowers. Moreover, small firms and consumers are likely to be even more interest sensitive than large firms (and infrastructure projects) and, so, may also bear a greater burden of adjustment to policies acting through the balance-sheet channel.
Given an objective of maintaining (or increasing) the potency of interest rate policy within a sound financial system, this discussion highlights the importance of accompanying capital market development with continued financial liberalization and enhanced supervision, and of collecting detailed data—for example, on firm finance, intermediary deposits and loans by sector, and asset prices—to assess the impact of the trends described above for monetary management in the future.
Sources: For Thailand, Bank of Thailand, Quarterly Bulletin (various issues); Beng (1994); Stock Exchange of Thailand (1995); Vichyanond (1994); and Wibulswasdi (1995). For Malaysia, bank Negara Malaysia (1994) and Annual Report (various issues); Kuala Lumpur Stock Exchange (1996); and Zamani (1995).
A vector autoregression is a system of ordinary least squares regression equations that estimate how each variable is related to the lagged values of all the variables in the system. More formally,
xt = β1xt-1 + … + β2xt-2 + βjxt-j + γ0zt + γ1zt-1 + … + γkzt-k + et,
where x is an n × 1 vector of endogenous variables, z is an m × 1 vector of exogenous variables, β and γ are n × n and n × m coefficient matrices, respectively, and e is a vector of error terms. Based on the estimated coefficients and error terms, such a system can be used to trace the predicted impact of a shock to one variable on the other variables in the system.
Since the estimated errors, êt, are likely to be interrelated (e.g., interest rate shocks and domestic credit shocks are, in practice, contemporaneously correlated), some method needs to be adopted to disentangle them. This will enable a shock to the interest rate equation to be interpreted as a surprise movement in the interest rate (owing to a change in monetary policy), rather than as part interest rate surprise and part domestic credit surprise (perhaps caused by a change in the demand for credit). For the impulse response analysis, the error terms were orthogonalized by using the Cholesky decomposition of their estimated variance-covariance matrix. The ordering of the variables used before decomposition therefore dictates the recursive chain of causality among the shocks in any given period.
For example, in generating Figures 9 and 10, the ordering of the variables was the interest rate, domestic credit, output, prices, and exchange rate. This implies that a shock at time t to the interest rate can also affect all other variables in the system—domestic credit, output, prices, and the exchange rate—during period t. In contrast, a shock to domestic credit affects only domestic credit, output, prices, and the exchange rate, but not the interest rate (until the next period). Output shocks affect output, prices, and the exchange rate contemporaneously; price shocks affect prices and the exchange rate; and exchange rate shocks affect only the exchange rate in the same period that they occur. Relatedly, any contemporaneous correlation between êi,t (the estimated error term associated with the interest rate equation) and any of the other estimated error terms, say, êdc,t (domestic credit) is attributed solely to the orthogonalized interest rate shock. In contrast, the orthogonalized exchange rate shock is attributed to only that component of êer,t that was uncorrected with the other estimated errors. The economic interpretation of the chosen ordering is, therefore, that a shock to the interest rate equation represents a choice by the policymaker to peg the interest rate at a new level for the next month. While other variables in the system can respond immediately to the interest rate change, the interest rate itself will not begin responding to the changes in these other variables until the following month.
The data set used for Malaysia included monthly observations on the seven-day interbank interest rate (monthly average), domestic credit from the monetary survey, the industrial production index, the consumer price index, and the ringgit-U.S. dollar exchange rate (monthly average). Bank Negara Malaysia’s Monthly Statistical Bulletin was the source of the interest rate data; all other series were taken from the IMF’s International Financial Statistics. Although Bank Negara Malaysia most often intervenes in the interbank market at the one-month maturity, data on one-month and three-month interbank rates were available only from July 1982. In the interests of a longer sample period, the seven-day rate was used instead. The correlation between monthly changes in the two series is 0.82 over their common sample period.
The data set used for Thailand included the minimum loan rate, domestic credit from the monetary survey, the manufacturing production index, the consumer price index, and the baht-U.S. dollar exchange rate (period average). The minimum lending rate series was obtained from the Bank of Thailand’s Quarterly Bulletin, and the manufacturing production index was obtained directly from the Bank of Thailand. All other series were taken from International Financial Statistics.
Two exogenous series were used in the vector autoregressions. The index of oil and commodity prices was constructed as the average of the oil price index and the commodity price index available in the World Economic Outlook Database. The seven-day London interbank offered rate (LIBOR) (used in the Malaysian vector autoregressions) and the three-month LIBOR (used in the Thai vector autoregressions) were from International Financial Statistics.
All series were tested for stationarity, and all were found to be stationary in first differences, but nonstationary in levels (integrated of order one, or I(1)). Therefore, the vector autoregressions were estimated with all variables in log levels, except the interest rates, which were in decimal form. This specification assumes that the variables are I(1) and allows for—but does not impose—cointegration. The Malaysian vector autoregression, as initially estimated over the full sample period, included 12 lags of each of the 5 endogenous variables, contemporaneous values and 12 lags of the 2 exogenous variables, a constant term, and 11 seasonal dummies.25 A sequence of likelihood ratio tests indicated that 8 lags of the endogenous and exogenous variables were preferable to 12. The analysis in the main text is based on this more parsimonious model.
For Thailand, the shortness of the data sample was a severe constraint, and the model specification was based as much on feasibility as it was on tests of model adequacy. The analysis in the main text is based on a model that includes 4 lags of the 5 endogenous variables, the contemporaneous and once-lagged values of the 2 exogenous variables, a constant term, and 11 seasonal dummies. Even with this comparatively terse specification, 36 parameter estimates were required for each equation.
Figures 11-14. show the impulse response functions for all the endogenous variables and all the vector autoregression estimations discussed in the main text. The instigating impulse is a positive one-standard-deviation shock to the interest rate equation. In contrast to the main text, the responses are not normalized to a 1 percentage point initial shock, and the response functions are plotted inside two-standard-error bands. In comparing the point estimate of the response function with any other point lying vertically inside the standard-error band, the interpretation is that the two points are statistically indistinct from one another at the 5 percent level of significance.
Figure 11. Malaysia: Responses to a Positive 1 Standard Deviation Interest Rate Innovation, Plus or Minus 2 Standard Errors
(Model estimated on 1976-96 data)
Figure 12. Malaysia: Responses to a Positive 1 Standard Deviation Interest Rate Innovation, Plus or Minus 2 Standard Errors
(Model estimated on 1987-96 data)
Figure 13. Thailand: Responses to a Positive 1 Standard Deviation Interest Rate Innovation, Plus or Minus 2 Standard Errors
(Model estimated on 1987-96 data)
Figure 14. Thailand: Responses to a Positive 1 Standard Deviation Interest Rate Innovation, Plus or Minus 2 Standard Errors
(Model estimated on 1990-96 data)
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John Montgomery
This paper examines the structure of the financial system in Indonesia and considers its past and prospective contribution to the country’s economic performance. The focus is on the banking system and securities markets, which are the primary mechanisms for mobilizing savings and allocating investment funds. It also examines the performance of the financial system through the analytical lens of its contribution to growth, stability, and efficiency, using where possible the theory of financial markets. It considers a wide variety of data, although the unavailability of sufficiently detailed, published material for the most part precludes formal econometric tests.
The Indonesian financial system relies heavily on bank finance and internal finance. The role of securities markets has been small, although the stock market is growing rapidly.
Indonesian finance has historically been dominated by banks. Flow of funds accounts show that approximately 40 percent of savings by the private sector flow into bank deposits (Table 1). Most of the rest of these savings remain within the private nonbanking sector, on which data exist only in aggregate form. It seems probable that much of the residual savings is retained by the original savers and a substantial part of capital formation is self-financed. The flow of funds accounts indicate that 30–45 percent of private capital formation is financed by bank credit and most of the rest is financed within the domestic private nonbanking sector. According to these accounts, finance provided directly by the government and foreigners declined during 1991-94.
Table 1. Indonesia: Role of Banks in Private Finance
Source: Bank Indonesia, Indonesia’s Flow of Funds Account Matrix, 1991-94.
Available data indicate that the bond market provides a very small part of commercial finance, while the stock market provides just over one-third and banks provide just under two-thirds of the total (Table 2). However, these figures substantially overstate the role of the stock market, because capitalization includes shares that have never been sold on the stock market. A reported 70 percent of total shares are held by company founders, including those held by the government after partial privatizations. If a rough adjustment is made for these unissued shares, the stock market has provided about one-seventh of total business finance, and banks have provided a little under six-sevenths.
Table 2. Indonesia: Role of Bank and Securities Finance
Source: Bank Indonesia (1995).
Note: Data are for end-March.
The role of financial intermediaries, including insurance companies and nonbank finance companies in Indonesian markets, is small compared with that of banks. Banks own over 85 percent of the total assets of this group of intermediaries, which excludes pension funds because of a lack of consistent data (Table 3). The first domestic mutual fund in Indonesia began operations only in late 1995.
Table 3. Indonesia: Size of Selected Financial Intermediaries
Source: Bank Indonesia (1994, 1995).
Note: Bank data as of end-March; insurance and finance company data as of end-December of preceding year. Pension funds are excluded because of a lack of consistent data; Leechor (1996) indicates these controlled assets totaled Rp 18.6 trillion at end-1994.
The key link between the financial system and economic growth is mobilizing savings and channeling them into productive investment. Indonesia has high saving and investment rates relative to most other countries in the world, although not relative to some of its neighbors. Prima facie, this suggests that the financial system, by intermediating a large share of savings and investment, has successfully fostered growth. However, it is possible that with a different financial structure, Indonesian growth could be higher and the saving and investment rates could be larger.
At least two aspects of Indonesian financial structure have potential effects on macroeconomic stability. First, the dominance of bank debt over other forms of finance can facilitate the operation of monetary policy by raising the importance of the banking system relative to other parts of the financial system. This makes the transmission of Bank Indonesia’s monetary policy to economic activity more direct and potentially more precise and predictable. Second, the dominance of banks also has negative implications in that enterprises have fewer alternative sources of finance than in some other countries. Recent efforts to tighten regulation of the commercial paper market may exacerbate this effect, although the close links between that market and banks or bank affiliates reduce the degree to which it truly represents an alternative source of finance. The dependence of firms on bank finance increases the risk of a credit crunch, which could magnify the effects of an economic downturn.
The financing of investment projects by internal corporate funds, or at least by funds internal to a conglomerate group, appears to play a major role in Indonesia. The literature suggests that this is an effective way to finance capital formation, because there tend to be fewer informational asymmetries in such arrangements than in more arm’s-length transactions. Nonetheless, the prevalence of self-finance may indicate that other channels of finance are not working well, which may inhibit growth. There is also the agency-theoretic concern that heavy use of self-finance indicates a high level of free cash flow that is being inefficiently deployed. More data would be needed to evaluate these questions. However, evidence on the effects of the 1983 liberalization of interest rates and bank credit on enterprise finance (Goeltom, 1995) shows that enterprise borrowing costs increased, but that reliance on internal finance by smaller firms and by firms not connected to a conglomerate decreased. Goeltom also finds that after the interest rate increase that accompanied liberalization, firms that were not entirely self-financed were more efficient, suggesting that the liberalization increased the efficiency of the allocation of investment.
The development of the stock market has positive implications for growth in Indonesia. A stock market is a necessary component of the development of sources of finance for risky investments in growing sectors of the economy. While venture capital so far plays a small role, the development of a larger venture capital sector could help channel initial finance to small firms, which could access the stock market later in their life cycle. Without venture capital, self-finance augmented by bank loans is likely to be the primary source of finance for risky firms.
The financial structure has other effects on economic efficiency. For example, Indonesian residents benefit as the set of available savings and financing vehicles becomes larger. The benefits result from financial markets’ becoming more complete, which, according to standard microeconomic theory, increases welfare. There has been much progress in recent years on expanding the range of financial products, with the development of the stock market and pension funds, as well as money market instruments and, most recently, stock warrants. Indonesia lacks an exchange for financial futures and options. Although such derivative products could enhance efficiency, it will be argued later in this paper that the supervision of the financial system should be improved before such an innovation is contemplated.
While positive real interest rates have helped encourage short-term personal savings, there is a dearth of vehicles for long-term savings. Reform of the pension system, including efforts to make employer-sponsored plans more attractive (Leechor, 1996), could help attract more savings and also channel the savings more to long-term investments such as stocks and bonds. Development of the life insurance industry could make a similar contribution.
Growth depends on the efficiency of investment, particularly the extent to which funds are allocated to high-return projects. One factor that influences efficiency is the enforceability of investment contracts and related agreements. The World Bank (1996) recently examined this issue and concluded that there are substantial legal impediments to financial contracting. Action to alleviate these impediments, which hinder both bank lending and bond finance, would ensure that intermediaries allocate funds more according to the criteria of economic risk and return than to the availability of other means to enforce contracts, such as social relations between counterparties.
The number of commercial banks grew rapidly, from 111 in 1989 to approximately 240 in 1994, when the authorities placed stricter limits on the issuance of new bank licenses. Large state-owned banks and regional government-owned development banks coexist with a rapidly growing sector of privately owned banks and partly or fully foreign-owned banks (Table 4). The large state-owned banks and the private national banks together accounted for 87 percent of total banking assets at the end of 1995. Although distinctions have diminished in recent years, the seven state-owned banks consist of five that began as sectoral lending banks, a former development bank, and a former savings bank. During 1991-95, the assets of the private national sector grew at an annual rate of 26 percent, while the state bank sector grew at a 12 percent annual rate. By 1994, the assets of the private national sector had surpassed those of the state bank sector. Foreign-owned banks consist of joint ventures between foreign banks and domestic investors as well as branches of foreign banks. Indonesia does not permit wholly owned subsidiaries of foreign banks in Indonesia, and only foreign banks with existing branches may open new branches. Foreign banks without a preexisting presence must enter through a joint venture.
Liberalization of the banking system began in 1983 (Binhadi, 1995; and IBCA, 1995) with a liberalization of interest rates, the elimination of credit ceilings, and the introduction of indirect monetary instruments. As part of a package of deregulatory measures passed in 1988, reserve requirements were reduced from 15 percent to 2 percent, licensing for new private banks and foreign joint-venture banks was re-opened, and permission was granted to state-owned firms to deposit 50 percent of their short-term funds with private banks instead of only with state-owned banks. The number of privately owned banks exploded after this measure. Further deregulation the following year eliminated the need for Bank Indonesia approval for medium- and long-term loans and removed ceilings on offshore loans. Regulators also enacted a restriction on bank lending to related parties and a limit on net foreign exchange open positions and limits on equity activities of banks.
The authorities have strengthened the regulation of the banking system in the 1990s. They introduced a risk-weighted capital adequacy ratio, effective end-1993, which mirrored the one adopted by the Group of Ten countries through the Basle Committee on Banking Supervision, and enacted minimum loan-loss provisions. In the face of slowing activity in 1993, the authorities relaxed regulations somewhat, although they tightened the legal lending limit, which governs bank exposures to single borrowers and to parties affiliated with the bank.1 Banking Act No. 7 of 1992 converted state banks to limited-liability companies and permitted them to lend to nonpriority sectors. Despite the imposition of limited liability, which in principle limits the amount of state support available, the Ministry of Finance announced in 1994 that it would not permit a state bank to default on its obligations (Chan, 1995a). In 1995, reserve requirements were raised to 3 percent from 2 percent, effective February 1996. In addition, the minimum capital required for banks with foreign exchange licenses was tripled, and the capital adequacy ratio for these banks was raised from the 8 percent that currently applies to all banks to 12 percent, with both of these measures to be phased in over a five-year period ending in 2001. Bank Indonesia has developed a supervisory system patterned on the U.S. CAMEL system (capital, asset quality, management, earnings, and liquidity) and undertakes annual on-site examinations of banks. It remains responsible for bank supervision and regulation, while the Ministry of Finance has authority to grant and revoke bank licenses.
The substantial asset quality problems banks experienced in the early 1990s were part of the impetus for the tightening of supervision and regulation. These problems appear to have been due to lax lending controls, exacerbated by the effects of a tightening in monetary policy in 1991. The problems of state banks culminated in the rescue in 1995 of Bapindo, which had built up an overwhelming percentage of nonperforming loans. Earlier, a government program had been set up with the support of the World Bank to recapitalize and restructure the five state commercial banks. Problems among private banks led to the first bank failure in Indonesia in over twenty years, that of Bank Summa in 1992.
Some Indonesian banks continue to be adversely affected by problem loans and reported asset quality continues to be worse at state banks than at private banks. Official figures indicate that classified credits for the banking system as a whole declined from a peak of 14 percent of total loans at the end of 1993 to 10 percent at the end of 1995. However, the improving trend of this ratio appears to be largely due to the continued fast expansion of bank credit. Nonperforming loans comprised about 17 percent of total credits extended by state banks at the end of 1995, but only 5 percent of private bank credits (Table 5). Private foreign exchange banks (which tend to be the larger private banks) had substantially better asset quality than the smaller, private nonforeign exchange banks (Chan, 1995b; and World Bank, 1996).
Table 5. Indonesia: Commercial Bank Nonperforming Loans
Source: World Bank (1996).
Note: Data are for end-December.
1 Bad loans are the lowest quality of three categories of nonperforming loans.
2 Includes the five state commercial banks, Bapindo, and Bank Tabungan Negara.
There are indications that a significant number of banks are under-capitalized and have not yet complied with some important prudential rules, although compliance appears to be improving. According to Bank Indonesia, 15 banks did not meet the required 8 percent capital adequacy ratio in April 1996, down from 21 banks in December 1995, while 41 banks did not comply with the legal lending limit; this was an improvement from the 70 banks in December 1995. Twelve of the 77 licensed foreign exchange banks did not meet the rules on net open foreign exchange exposure. Private banks have accounted for most violations (Table 6).
Table 6. Indonesia: Number of Banks Not in Compliance with Prudential Rules, 1995
Sources: Bank Indonesia (1995) and Indonesia Observer, “Banks Suffer US$4.5 Billion in Bad Loans,” January 26, 1996.
1 End-March.
2 End-October.
Poorly capitalized banks tend to make economically suboptimal lending decisions. In the theory of banking, a poorly capitalized bank has an incentive to make riskier loans if depositors and shareholders expect to get bailed out if the bank fails. Bank shareholders in essence own a put option. If the loan portfolio does well, they gain the proceeds, but if the portfolio does poorly, their losses are limited by the willingness of the authorities to bail out the bank. Without the possibility of a bailout, creditors would demand a higher payout, and market pressure would operate on bank owners to reduce risks. However, if creditors expect to get bailed out, bank owners do not face this market pressure. Bank owners maximize the expected value in their put option by choosing a portfolio with high risk. In a system where a number of banks operate with low capital, the economy will end up selecting production technologies that are riskier than optimal, given the expected returns of those projects, and tax-payers consequently bear more risk than is optimal.
The level of problem loans suggests that not only undercapitalized banks have been making poor lending decisions. The ownership structure of Indonesian banks also influences the efficiency of asset allocation. State banks may not be required to make lending decisions on a commercial basis and, although direct information on this does not seem to be available, it is clear that problem loan ratios are much higher at state banks. In addition, many private banks are owned by affiliates of large corporate groups. There is a risk that they will make lending decisions in the interest of the owners of these groups—rather than ones that maximize returns for the banks—and that the legal lending limit will not be observed.
Problems in the legal system may also influence bank lending and steer lending to areas with fewer legal risks rather than toward the highest economic return. The World Bank (1996) has cited difficulties in the use of collateral in Indonesia. Lenders have limited recourse if a borrower fails to make payments. The bankruptcy law is said to be inadequate, and there is also no adequate framework for restructuring corporations (IBCA, 1995).
A second, broader efficiency question is whether banks are operating as competitive entities. Competition induces marginal cost pricing in both lending and deposit markets, as well as efficient use of resources to produce banking services. Direct evidence on this issue is absent in Indonesia. In general, however, the authorities do not appear to focus on ensuring a level of competition among banks adequate to produce competitive pricing on loans and deposits. The often-expressed concern that Indonesia is overbanked presumes that the entire country can be considered a single and frictionless market, but this is not correct for many banking services. For small and medium-sized business lending and for some consumer finance, the local municipal market is the relevant market. These markets often have a small number of players and relatively high informational barriers to entry on the lending side. For other products, the relevant geographic market is larger, perhaps national or even international, and the likely level of competition is higher. In addition, the current policy curtailing the issue of new banking licenses probably reduces efficiency by restraining entry by new banks that may have more efficient means of producing services. This is especially true of the restrictions on banks with foreign ties. These barriers to entry reduce incentives for existing banks to improve the efficiency of their operations.
Two types of actual or potential events may affect stability. First, destabilizing shocks can originate within the banking system, such as from a bank failure or a credit crunch. Second, the banking system can be part of the propagation mechanism for macroeconomic effects that originate elsewhere, such as aggregate demand or supply shocks, or changes in the exchange rate or international interest rates.
The insolvency and subsequent failure of an individual bank can have implications both for other banks and for the economy more widely. The systemic risk is that the failure of an insolvent bank could put pressure on solvent banks, leading to liquidity problems as deposits are withdrawn. In many countries, such generalized problems do not occur because of the presumption that the central bank will act decisively as a lender of last resort to supply liquidity to banks under pressure. This presumption exists in Indonesia. Nonetheless, it is useful to analyze three different factors that contribute to such an event: first, the likelihood of banks becoming insolvent; second, the likelihood of a bank, insolvent or not, defaulting on its liabilities; third, the possibility that a bank default would cause other banks to default on their liabilities. In the Indonesian context, there is also the risk that the current measures of bank solvency may be inaccurate owing to inaccurate accounting or reporting of asset quality.
One particular area of recent concern has been the extent of property lending, which grew at an annual rate of 37 percent during 1992-95, compared with 22 percent for total bank credit. According to Bank Indonesia, bank credits to property developers had reached 17 percent of total credit by September 1995, when the property market in Jakarta was reported to be facing a glut of unoccupied apartments and, to a lesser extent, hotels and offices. The risk of banks’ indirect exposure—through loans to industries related to the property sector, such as those producing construction materials, or through loans to other borrowers whose creditworthiness depends on assets that include real estate—has also been cited (Chan, 1995b; and Marriott, 1996). Risk is further created by problems in the legal system that make it difficult for banks to enforce loan contracts, so that borrowers who purchase real estate or other assets may walk away from the loan if their equity value turns negative (Sinclair, 1996).
Another concern is the lack of transparency of balance sheets, which means that the value of bank assets may actually be lower than stated. International credit agencies have raised this issue, stating that the adequacy of bank loan-loss provisioning is difficult to assess (Chan, 1995b). It is also possible that some nonperforming loans have been restructured into performing loans, but that these technical restructurings may hide poor-quality assets.
The second bank stability issue is the likelihood that banks will default, which depends, in part, on government policy and on the legal system. The support given Bank Lippo suggests that the possibility of default also depends on the decisions made by other participants in the financial system to maintain stability.2 To help prevent bank failures, the authorities encourage mergers of weak banks with strong ones, offering a variety of inducements, including favorable tax treatments and foreign exchange licenses. Although this policy helps prevent defaults, it implies that some undercapitalized banks remain in business. When coupled with the unreliability of financial reports, this policy decreases the certainty among creditors that they are dealing with a solvent bank. If confidence in the system were to fall for some exogenous reason, this uncertainty would make the impact greater on financial stability. In such an event, the authorities would face the decision of whether to aid a larger number of banks than would otherwise be the case.
The third risk, that a bank failure could prove contagious and induce runs on other banks, remains hypothetical for Indonesia. Bank failures so far, including that of Bank Summa, have not resulted in runs on other banks. The response to the risk of such a situation, which could have damaging economic consequences, is to maintain confidence in banks through strong capitalization and a high level of transparency of bank balance sheets. In addition, one of Bank Indonesia’s justifications for its policy of merging troubled banks has been the potential effect of a bank failure on other banks.
Macroeconomic shocks, including exchange rate or interest rate shocks, can increase the instability of the banking system, and initial problems can magnify their effects. In principle, Bank Indonesia regulations control bank sensitivity to exchange rate fluctuations by limiting bank net foreign exchange exposure to 25 percent of bank capital. This rule is applied to net on and off-balance-sheet exposures combined and to net off-balance-sheet exposures separately. The exposure level specified by the regulation would appear to be low enough to prevent bank insolvency from occurring, but two concerns remain. First, it can be difficult to value bank exposures, especially those related to exchange rate options written by banks. There is little information available on how these derivatives are valued, so exposure may be larger than stated. Second, low net exposures may mask large gross exposures. Many banks have made substantial foreign currency loans, financed by foreign currency deposits. If the rupiah were to depreciate substantially, the rupiah-equivalent obligations of borrowers from the banks could soar, and if this were not offset by an increase in the foreign currency resources available to these borrowers, defaults could occur.
Aggregate foreign exchange liabilities of Indonesian banks have grown rapidly in recent years and comprised 271 percent of total commercial bank equity capital by the end of 1994/95 (Table 7). Although total regulatory capital includes debt-based capital in addition to equity capital, the amount of equity capital alone determines a bank’s solvency level. Foreign exchange credits of banks were 169 percent of equity capital, so that net on-balance-sheet foreign exchange liabilities were 102 percent of equity capital. Any large default on foreign currency loans could therefore quickly begin to erode equity capital. In addition, the separate net open exposure rule for off-balance-sheet instruments prevents banks from hedging these exposures through forwards and options.
Table 7. Indonesia: On-Balance-Sheet Bank Foreign Exchange Exposure
Source: Calculations by author using data from Bank Indonesia
Note: Data are for end-March.
1 Current liabilities comprised 88 percent of total commercial bank liabililities at end-March 1995.
The degree to which interest rate shocks can harm banks depends on several factors. First, a typical bank borrows on a shorter-term basis than it lends on, so that an increase in interest rates squeezes bank margins. Bank Indonesia statistics suggest that a substantial part of bank liabilities are extremely short term. Second, the degree to which longer-term loans are extended at variable rates affects bank exposure. It is not clear, however, to what extent interest rates on loans are variable in Indonesia. Finally, an increase in interest rates tends to increase nonperforming loans, which creates a negative bank exposure to interest rate increases. Borrowers at variable rates face higher interest payments, while interest rate increases also slow aggregate demand, reducing business profitability and the ability of borrowers—at both fixed and variable rates—to repay loans.
Bank’s sensitivity to exchange rate and interest rate shocks can be greater than their assets and liabilities indicate if they have significant off-balance-sheet derivative exposures. (It can also be less if derivatives are used to hedge balance sheet exposures.) Bank Indonesia recently recognized off-balance-sheet risks and enacted a regulation that limits bank derivative exposures to interest rate and exchange rate derivatives, except for case-by-case exceptions granted for equity derivatives, and requires that potential losses from derivatives not exceed 10 percent of bank capital. Such a modest limit would appear appropriate for a banking system that is still developing a reliable supervisory infrastructure. A potential weakness of the rule, however, is that it appears to offer little guidance on how these exposures should be computed. The valuation of derivatives, particularly options, can be difficult, and this process requires careful supervision.
Indonesian securities markets have developed rapidly in recent years as alternatives to bank finance. The bond market remains relatively small. The main issues in the development of a securities market are the deepening of the markets—including the continued development of market infrastructure—the expansion of the domestic investor base, and the ongoing improvement of regulation and supervision of securities markets.
Continued progress in the development of market infrastructure and of supervision and regulation will probably contribute to the creation of a vigorous equity market in Indonesia. This is particularly likely if the supply of funds to the market also increases, through the development of institutional investors and mutual funds, and if demand from growing enterprises for equity finance persists. In June 1994, the Jakarta Stock Exchange introduced a centralized settlement system for all listed securities (International Finance Corporation, 1995). It introduced the computerized Jakarta Automated Trading System in May 1995, which has already led to much larger trading volumes.
Recent years have seen great progress in stock market regulation, with a new capital markets law and a set of implementing regulations promulgated by Bapepam, the capital market supervisory agency. The key area for further efforts appears to be in enforcement of these regulations, particularly in areas that promote transparency and fairness, such as insider trading. A transparent and fair market can make a far larger contribution to market liquidity than even large investments in infrastructure. If traders can be assured that their counterparties do not possess privileged information on the value of the security traded, these traders will more readily supply the counterparties with bids or offers at a narrow spread.
Better disclosure by corporations of their financial condition also promotes market transparency. In an important move, Bapepam and the Indonesian Accounting Institute implemented new accounting standards at the end of 1994. This move brought financial accounting close to international standards, which helps international investors evaluate their Indonesian exposures. Nonetheless, an article in the Financial Times Survey of Indonesia notes that concerns remain among investors about the fairness of corporate disclosure, with poor auditing controls and with information leaking out to some parties before it reaches others (Montagnon, 1996). Continued monitoring of enterprises’ production and release of financial information is important to ensure that it is compiled promptly and accurately and disclosed publicly and fairly.
A deeper and more transparent stock market is also likely, other things being equal, to be a less volatile stock market. However, to the extent that a deeper market depends on international investors, volatility may actually increase as spillovers from other markets intensify. Volatility of stock prices on the Jakarta Stock Exchange (Table 8) was low until December 1988, when the market was opened to international investors, who soon dominated trading.3 The market was also less volatile relative to the U.S. market, chiefly because the crash in U.S. stock prices in October 1987 did not spill over into Indonesia. Since the Indonesian market opened in December 1988, it has been somewhat more volatile than the U.S. market. However, the growing liquidity of the Indonesian market in recent years helps explain why its absolute and relative volatility fell in 1993-96.
Table 8. Indonesia and the United States: Daily Market Index Return Volatility
Source: Bloomberg Financial Markets
1 Standard deviation of daily returns of Jakarta Composite Index (in rupiah).
2 Absolute volatility divided by standard deviations of daily returns of Standard & Poor’s 500 Index (in dollars).
The flow of foreign investment in the stock market has expanded over time. For example, available data on net investment by U.S.-based investors in the Indonesian stock market show that there was almost no foreign investment before 1990. Investment then increased rapidly and reached a peak in 1994. Thus, foreign portfolio investment was associated with an increase in stock price volatility in the early 1990s, and with a fall in volatility from 1993 onward. The finding that volatility fell from 1993 on calls into question the finding by Roll (1995), based on data running only through 1992, that foreign investment contributed to an increase in Indonesian stock market volatility.
To examine the linkages between international and Indonesian stock market volatility, following Folkerts-Landau and others (1995), squared Indonesian daily stock returns were regressed on the previous day’s squared U.S. stock return (Table 9). The results of this analysis are striking. U.S. volatility had no effect on Indonesian volatility before 1993. During 1993-96, there was a strong linkage. Taken together, these results suggest that, although internationalization has had mixed effects on the volatility of the stock market, foreign portfolio investment has increased the linkages in price movements between Indonesian and foreign stock markets.
Table 9. Indonesia and the United States: Volatility Spillover Analysis
Source: Bloomberg Financial Markets.
1 Coefficient represents regression coefficient of squared daily return of Jakarta Composite Index (in rupiah) on squared daily return on the preceding day of the Standard & Poor’s 500 Index (in dollars). A constant was also included in the regression. The * denotes significance at the 1 percent level. Other coefficients are insignificant at the 10 percent level.
Two other issues will be important for the Indonesian stock market. First, with the rapid development of Southeast Asian economies, it will remain in competition with other stock markets in the region, including those in Malaysia, Singapore, and Thailand. As the technology and regulatory environment of these markets advance, the role for offshore trading will increase. On economic efficiency grounds, it is not desirable in the medium term to force trading in Indonesian securities to remain solely in Jakarta. Instead, the creation of a market that is appealing to international investors will also benefit domestic investors, whom the authorities wish to attract to the market. Increased supervisory cooperation with financial regulators in neighboring countries will also be necessary.
Second, the development of stock market derivative products, such as futures and options, can help provide liquidity and improve the process by which new information is incorporated into stock prices. However, such markets require assurances that brokerage firms and investors are capable of dealing with the risk inherent in these instruments. Although derivatives merely repackage risk, they make it easier for investors to take leveraged and potentially explosive risk positions. The supervision and regulation of Indonesian financial markets do not appear to have reached the stage where many such products can be handled safely. This applies to the development of both exchange-traded and over-the-counter products, although with Bapepam’s approval of the first warrant issue in mid-1995 (Yu, 1995), one equity derivative market has been initiated.
The bond market in Indonesia is small relative to that in other countries in the region (Table 10). Its small size appears to be due to two factors. First, the legal environment for enforcing debt contracts is relatively weak. Second, there is a paucity of institutional investors, which reduces demand.
Table 10. Size of Financial Sectors in Southeast Asia
(In percent of GDP)
Sources: International Finance Corporation (1995); International Monetary Fund, International Financial Statistics, various issues; Dalla and others (1995).
Difficulties with the legal system result in a bond market in which most issues are overcollateralized. Firms cannot issue bonds for general uses, but must earmark them for particular projects. The weakness of laws protecting collateral and governing corporate bankruptcy make even collateralized bonds risky and costly. To the extent that bonds are not collateralized, they are de facto required to have a guarantor, usually a state bank. Bonds are therefore indirectly obligations of a bank as well. Banks are more likely than a diffuse set of bondholders to succeed in collecting problem debts and to be in a position to evaluate the risk, although a new rule requiring bonds to be rated by the domestic credit rating agency Pefindo may reduce this advantage. For the bond market to grow, the legal system must reach the point where the ability of creditors to protect their claims is strengthened.
Inflation also inhibits the issuance of long-term bonds. International evidence suggests that higher inflation tends to accompany more variable inflation, which in turn inhibits the issuance of long-term fixed-rate bonds, because their real value is subject to great uncertainty. In fact, in recent years, almost all bond issues have carried floating interest rates, which reduce exposure to inflation to a level similar to the exposure of short-term debt instruments. The popularity of fixed-rate bonds in some countries suggests that such bonds could be useful in Indonesian finance.
The Indonesian government currently issues no bonds in the domestic market because of its balanced budget rule. For the government to issue bonds that are large enough to serve as liquid benchmarks, the amount of borrowing would have to be relatively large. A large amount of borrowing, however, would raise domestic real interest rates and crowd out private borrowers; the development of a government bond market is therefore probably not a desirable means of fostering a corporate bond market. Instead, state enterprise bonds, which currently dominate the bond market, could be used as benchmarks (as suggested in Dalla and others, 1995). Indonesia could borrow a technique used for government bond markets in other countries (see International Monetary Fund, 1994) and concentrate state enterprise bond issues into a smaller number of large issues, which could help to develop a secondary market.
Current developments are likely to augment the liquidity of the secondary market in bonds, which now suffers from low trading volume (PT Sigma Batara, 1995). The introduction of a centralized clearing and settlement agency for stocks, slated to be extended to listed bonds, may reduce the cost of settling secondary market trades. Bond trades currently require the risky and costly physical delivery of bearer bonds. In addition, the Over-the-Counter Exchange has developed an on-line information system to disseminate bid and offer prices to all market participants. Plans exist to extend this to screen-based trading.
A key contributor to the growth of securities markets is the development of institutional investors—mutual funds, insurance companies, and pension funds—to channel individual savings into markets. These institutions can be efficient mechanisms through which individuals can pool and repackage the risks of securities markets and reduce transaction costs, thereby helping provide equity and long-term debt finance to the economy.
The role of domestic institutional investors remains small. Mutual funds have been introduced only very recently, with the first closed-end fund starting operation in October 1995.4 Other closed-end and open-ended funds have applied to Bapepam for approval. A new set of regulations drawn up by Bapepam in May 1996 permits funds to invest a maximum of 85 percent of net assets in the stock market and also specifies procedures for portfolio valuation and financial reporting by funds. Regulations were also changed to eliminate the double taxation of mutual funds. For funds to operate properly and to provide income to investors that is equivalent to income received from direct securities holdings, funds must be able to pass through all income to shareholders on a before-tax basis.
Although Indonesia has made some progress in developing pension funds, existing funds now invest 85 percent of their assets in bank deposits (Yu, 1995). Pension funds can be separated into those sponsored by employers and those linked to the government, including a fund for civil service pensions. A previous regulatory limit on the investment of employer-sponsored plans in securities markets has been lifted, although there continue to be ceilings on property investment, individual exposure limits, and limits on self-investment. A key issue for pension funds is the encouragement of investment in securities markets. The high real returns and relative security available in rupiah-denominated bank deposits have been cited as a reason for the low investment in securities.
This paper has examined policy issues raised by the continued development of Indonesian financial markets. In the banking area, key issues are the resolution of problem banks, continued improvement of supervision and regulation, and maintenance of a competitive and efficient market structure. In securities markets, the main issues are the deepening of markets and the development of a domestic investor base, and the further enhancement of supervision and regulation of markets.
Resolving problem banks remains a crucial priority. The efficiency losses and the risks to stability of permitting undercapitalized banks to continue operation are both clear and potentially large. The present policy of encouraging mergers does not seem to be solving the problem fast enough. Although liquidation carries certain risks, these can be minimized if liquidation is undertaken in an environment of predictability and certainty. To create such an environment, shortcomings in the regulatory framework for closing banks would have to be overcome. A credible liquidation policy could also induce banks to undertake efforts to improve their capital adequacy by making closure a more credible threat.
The second important objective is improving the supervision and regulation of banks. This remains critical despite considerable progress in this area during the 1990s. Notwithstanding the exceptions noted above, bank supervision is now more of a concern than regulation. In other words, it is important to ensure that the regulations are enforced. The rapid expansion of bank real estate exposure brings attention to the need for adequate bank supervision. A related issue is the adequacy of information flowing from banks to bank supervisors and to the public; it is not clear how reliable reported figures are on bank capital adequacy and asset quality.
The third major banking issue is the structure of banking markets. First, it is important that a sufficient degree of competition among banks be encouraged through the identification and analysis of banking markets. Second, the eventual privatization of state banks may reduce inefficiencies, and the authorities have indicated their intention to begin the partial privatization of a state bank in the near future. They have not, however, announced any intent to renounce majority ownership in state banks.
In securities markets, and particularly in the stock market, much progress has been made in a short time. Nevertheless, a clear next step on the agenda should be to deepen these markets. There is both a demand side and a supply side to this deepening. The demand for securities can be expanded most effectively by increasing the size and number of domestic institutional investors and, in the case of insurance companies and pension funds, by creating the conditions under which they shift the allocation of assets more toward securities markets. The supply of securities can be increased if entrepreneurs can be convinced of the benefits, in terms of access to new capital, of surrendering majority control of their firms by selling more of their stock on public issues. The continued privatization of state enterprises would also increase supply. In addition to these measures, the bond market could benefit from improvements in the legal environment for debt contracts.
As a final issue, the improvement of supervision and regulation of securities markets is clearly under way. If securities finance is to provide a reliable alternative to bank and self-finance, it is essential that this process continue. In particular, the development of methods to enforce existing regulations, particularly regarding disclosure and insider trading, will help ensure that markets become more transparent and liquid.
1 Bank Indonesia , 1994, 1995 , Report for the Financial Year (Jakarta) .
2 Bank Indonesia , 1996 , Indonesian Financial Statistics (Jakarta, January) .
3 Binhadi , 1995 , Financial Sector Deregulation, Ranking Development and Monetary Policy: The Indonesian Experience, 1983-1993 (Jakarta: Institut Bankir Indonesia).
4 Chan , Terry , 1995a , “Overview: Indonesia,” Asia-Pacific Ranking Profiles (New York: Standard & Poor’s).
5 Chan , Terry , 1995b , “Problem Loans Peak and Now Decline,” Standard & Poor’s Credit Analysis Service .
6 Dalla , Ismail , and others, 1995 , The Emerging Asian Bond Market, Background Paper , Vol. 5 , Indonesia (Washington: World Bank, East Asia and Pacific Region).
7 Folkerts-Landau , David , and others, 1995 , “Effect of Capital Flows on the Domestic Financial Sectors in APEC Developing Countries,” Chapter 4 of Capital Flows in the APEC Region , ed. by M. Khan and C. Reinhart , IMF Occasional Paper 122 (Washington: International Monetary Fund).
8 Goeltom , Miranda S. , 1995 , Indonesia’s Financial Liberalization: An Empirical Analysis of 1981-88 Panel Data (Singapore: Institute of Southeast Asian Studies).
9 IBCA Banking Analysis, Ltd ., 1995 , “The Indonesian Banking System” (London).
10 International Finance Corporation , 1995 , Emerging Stock Markets: Factbook 1995 (Washington).
11 International Monetary Fund , 1994 , International Capital Markets: Developments, Prospects, and Policy Issues (Washington).
12 International Monetary Fund , International Financial Statistics (Washington, various issues).
13 Leechor , Chad , 1996 , The Indonesian Pension System: Structure, Policy and Implementation (Washington: World Bank).
14 Marriott , Cherie , 1996 , “Commercial Banking: Survival of the Fittest,” in Asia-money, a Supplement: Indonesia: Shifting into Top Gear (July/August ), pp. 57–63.
15 Montagnon , Peter , 1996 , “Stock Markets: Brisk Business on the Bourse,” Financial Times Survey: Indonesia , June 25.
16 PT Sigma Batara , 1995 , “Indonesia,” in Guide to World Equity and Bond Markets 1995 (London: Euromoney Publications).
17 Roll , Richard , 1995 , “An Empirical Survey of Indonesian Equities, 1985-1992,” Pacific-Basin Finance Journal , Vol. 3 (July ), pp. 159–92.
18 Sinclair , James , 1996 , “Indonesian Banking: Private-Sector Banks Must Lead the Recovery,” Euromoney (April ), pp. 209–17.
19 World Bank , 1996 , Indonesia: Dimensions of Growth , Country Department III, East Asia and Pacific Region, Report No. 15383-IND (Washington).
20 Yu , Daniel , 1995 , “Indonesia: Stock market: And Now for the Hard Part,” Euromoney, a Supplement (August ), pp. 1–14.
Peter J. Montiel
Determining the lessons to be derived from the successes of the East Asian “miracle” economies has become a minor growth industry in the economics profession. Not only have these economies achieved extremely rapid and relatively equitable growth, but they have also by and large avoided major macroeconomic crises along the way, even when the world economic environment proved inhospitable. Among the many lessons that observers have derived from this experience is that outward orientation is a successful development strategy. While the term “outward orientation” is not well defined, and economists differ in particular with respect to how much encouragement to exports it implies, one feature of an outward-oriented policy package has clearly been the avoidance of prolonged real exchange rate overvaluation. This is an aspect of the East Asian macroeconomic experience that many observers had begun to emphasize by the mid-1980s. Maintaining real exchange rates close to their equilibrium values was credited with helping East Asian countries both to continue to compete successfully in world markets and to avoid the episodes of massive capital flight that aggravated debt problems and destabilized macroeconomic performance in Latin America and else-where during the late 1970s and early 1980s.
Countries in East Asia have received substantial capital inflows during the last few years, and conventional wisdom holds that the arrival of capital inflows should be associated with an appreciation of the equilibrium real exchange rate. Indeed, just such a link was used to make the case prior to December 1994 that the Mexican peso was not overvalued; that is, the observed real appreciation of the Mexican peso was interpreted in some quarters as an equilibrium phenomenon. In East Asia, however, very large capital inflows—comparable in magnitude to those Mexico received—have typically not been associated with a similar appreciation of the actual real exchange rate. What makes this observation important is that real exchange rate performance has been correlated with other aspects of macroeconomic performance among developing countries that have received substantial capital inflows. In cross-country data, larger real appreciation has been associated with a relatively larger increase in the share of consumption in GDP and with relatively slower growth. Many observers have also cited the avoidance of substantial real appreciation in explaining why post-Mexico “tequila effects” did not extend to East Asian countries (see, e.g. Sachs, Tornell, and Velasco, 1996).
There are two ways to interpret the East Asian real exchange rate response to the arrival of capital inflows. The first is to argue that the behavior of the real exchange rate in these countries is due to active management of the nominal exchange rate in the pursuit of a competitiveness objective—in other words, real appreciation has not emerged because the authorities adopted a nominal exchange rate policy geared to the pursuit of a real exchange rate target, rather than a price-level objective. This interpretation is plausible a priori, both because, as mentioned above, maintaining a competitive real exchange rate has been a key component of the outward-oriented development strategy favored by the East Asian countries, and because, unlike many of their Latin American counterparts, these countries had already achieved significant success in inflation stabilization before capital inflows began to arrive. Both factors would lead one to expect that policies influencing the nominal exchange rate would be likely to place relatively more weight on competitiveness than on price stability in the East Asian than in the Latin American context.
However, interpreting the East Asian experience in terms of nominal exchange rate policy leaves some loose ends. In particular, it fails to explain how a nominal policy instrument can be used consistently and over long periods of time to achieve a real economic target. During the recent capital-inflow episode, if conventional wisdom is correct, the arrival of capital inflows would, all other things being equal, have contributed to an appreciation of the equilibrium real exchange rate in the recipient countries. In that case, if East Asian countries have managed to avoid the emergence of an actual real appreciation through the use of nominal exchange rate policy, the currencies of those countries would now be undervalued, and this undervaluation would prove difficult to sustain. If these countries were to persist in maintaining an excessively depreciated real exchange rate, some other macroeconomic variable would have to adjust to perform the equilibrating function that would otherwise have been performed by movements in the real exchange rate. Recent research suggests that the rate of inflation may turn out to be the adjusting factor. In that case, an interpretation of recent experience that relies on persistent undervaluation through nominal exchange policy to explain the behavior of the real exchange rate in these countries would suggest that an acceleration of the rate of inflation may be in the offing unless nominal exchange rate policy begins to accommodate a nominal appreciation.1
The second interpretation would argue instead—as was indeed argued in the Mexican context—that the relative stability of actual real exchange rates in the East Asian countries has been an equilibrium phenomenon. If so, no nominal appreciation or inflation acceleration would be called for. The difficulty with this hypothesis is reconciling it with the view that the arrival of capital inflows has resulted in an appreciation of the equilibrium rate. The obvious way to do this is to note that capital inflows are only one of several fundamental factors that may drive the equilibrium real exchange rate and that other fundamentals—exogenous, policy-determined, or both—may have moved in such a way as to offset the tendency of capital inflows to appreciate the real exchange rate. On the demand side of the economy, such fundamentals may include, for example, changes in fiscal policy, in the traded-nontraded composition of private expenditure, or in the desired level of private absorption relative to income. On the supply side, they would include sectoral differentials in productivity growth. If these factors have, together, evolved in such a way as to cause a depreciation of the real exchange rate, the net result could be a fairly stable equilibrium rate.
Which of these interpretations is correct is clearly of vital importance for the countries concerned, because the sustainability of their exchange rate paths turns on this issue. This paper attempts to shed some light on this question for five countries of the Association of South East Asian Nations (ASEAN)—Indonesia, Malaysia, Philippines, Singapore, and Thailand. It addresses empirically the issue that distinguishes the two views described above—whether the recent behavior of the real exchange rate in these countries is or is not an equilibrium phenomenon.
The evolution of the real effective exchange rate (REER) for the five ASEAN countries included in this study followed a roughly similar pattern during the 1980s (see Figure 1).2 In particular, during the early part of the decade until approximately 1982–84, all of these countries experienced some real effective appreciation of their currencies. A substantial real depreciation followed in all of them from the period roughly spanning the early part of the international debt crisis in 1982–84 until approximately 1988. The onset of the recent capital-inflow episode in East Asia, when several countries in the region began to receive large inflows of capital, is conventionally dated as of approximately this time. The pace of real depreciation slackened, halted, or was actually reversed in all five countries after 1988.
Figure 1. Real Exchange Rates in Five Southeast Asian Countries
Note: An increase represents a depreciation.
Within this group of countries, real exchange rate paths diverged more after 1988 than before, with two broad patterns emerging. In Indonesia, Malaysia, and Thailand, the real exchange rate was roughly stable or slightly depreciating during 1988–94, whereas the Philippines and Singapore experienced some real appreciation. The magnitudes of the real appreciations of the Philippine peso and the Singapore dollar were both relatively moderate, in each case amounting to a cumulative 17–18 percent over the six-year span. By the end of the period, however, the Philippine peso was still depreciated by about 10 percent relative to its value at the beginning of the decade. By 1994, the Singapore dollar had appreciated only by a cumulative 5 percent relative to its value in 1980, despite the substantial capital inflows that economy had received during the current inflow episode.
A conservative conclusion to draw from this experience is that, while there was no Mexican- or Argentine-style real appreciation during the recent capital-inflow episode, the onset of the episode clearly marks a break in the real exchange rate experience of these countries, and the break is in the direction suggested by conventional wisdom: what had been rapid real depreciation before the arrival of capital inflows became much slower real depreciation or slight real appreciation for these five countries.
How do we explain these real exchange rate movements? As a first step, we can attempt to identify the role that exchange rate policy may have played in generating these outcomes. The two hypotheses between which we are trying to distinguish have different implications for the role of active exchange rate policy. The hypothesis that nominal exchange rate management explains the ASEAN countries’ real exchange rate experience presumes an active role for nominal exchange rate policy in pursuit of a real exchange rate objective. By contrast, if the path of the real exchange rate in these countries is an equilibrium one, an active nominal exchange rate policy may or may not be involved. Consequently, if we can rule out an active exchange rate policy for these countries, we can also rule out the first hypothesis.
To clarify these issues, it may be helpful to array the alternative combinations of policy activism and exchange rate outcomes in a matrix describing the four potential ways in which these dimensions can interact. Such a matrix is presented in Figure 2. The hypothesis that the currencies of the five ASEAN countries are currently undervalued because they have been managed actively with a competitiveness objective corresponds to the lower left-hand cell. The competing hypothesis—that these currencies have tracked their equilibrium value—is located along the first row, since they may have done so through active (top left-hand corner) or passive (top right-hand corner) exchange rate management. To interpret the ASEAN experience, it is important to discriminate not just between the two rows, but between the columns as well.
Unfortunately, determining whether exchange rate policy has been managed actively is not a trivial matter. There is no one-to-one mapping, for example, between active exchange rate management and the exchange rate regime. Active management is possible when the exchange rate is predetermined (and the announced parity is adjusted) or floating (and monetary policy is conducted with an exchange rate objective). Except when the nominal exchange rate is literally fixed, or when the authorities adhere strictly to a money growth target, it is also difficult to infer the role of active exchange rate management from the authorities’ policy announcements. When some flexibility is accorded to exchange rate management (as it has in all five of the countries examined here), the monetary authorities inevitably face trade-offs between competitiveness and price stability in formulating exchange rate policies. The shifting weights given to these objectives over time as circumstances change may not be fully recorded in the public record.
We are left, therefore, with attempting to infer the role of active exchange rate policy from exchange rate experience itself. As a matter of accounting, movements in the real effective exchange rate can be decomposed into changes in the nominal effective exchange rate (NEER)(the trade-weighted exchange rate of the domestic currency relative to those of its trading partners) and changes in relative price levels, as given by the identity:
where P* denotes the trade-weighted price level in the country’s trading partners, and P is the domestic price level. NEER is a variable that the authorities can in principle control, either directly through exchange rate policy if the exchange rate is officially determined, or indirectly through monetary policy managed with an exchange rate objective. A first-round assessment of the role of nominal exchange rate policy in producing the REER outcomes described above can be generated by separating the behavior of the real effective exchange rate in each of these countries into these two components and determining how much of the variation in the REER for each of these countries is accounted for by changes in the NEER.
The reasoning behind this approach is the following. If indeed the authorities have managed the NEER actively in the pursuit of a competitiveness objective, trying to keep the actual REER more depreciated than its equilibrium level, then one of two outcomes is possible. If the domestic price level does not adjust quickly to restore the equilibrium value of the REER, then movements in the actual REER will be dominated by movements in the NEER. If the domestic price level does respond quickly, frustrating the attempt to cause the actual REER to deviate from its equilibrium value, then neither the NEER nor relative price levels will be closely correlated with the REER, but they will be negatively correlated with each other. Thus, when movements in the REER are dominated by movements in the NEER, or when neither the NEER nor relative price levels are closely associated with movements in the REER, a role for active exchange rate management cannot be ruled out. If, however, the variations in the REER described above for each country are dominated by movements in relative price levels, then it is difficult to argue that the REER outcomes can be attributed to nominal exchange rate management. A more plausible interpretation in that case would be that the behavior of the REER primarily reflects endogenous responses to other macroeconomic variables.
It is worth emphasizing that, although a strong correlation between the REER and relative price levels suggests that the authorities were not actively managing the NEER to achieve a REER objective, the converse is not true. That is, the absence of such a correlation does not necessarily imply active exchange rate management. This is because, while the authorities can in principle set the value of the NEER to attempt to hit an exogenously determined REER target even if they had not chosen to do so during the period under consideration, the NEER and the REER could be highly correlated. This can come about in at least two ways.
First, the NEER itself can be decomposed into two parts, consisting respectively of the price of the intervention currency (the U.S. dollar) in terms of the domestic currency (denoted EXCH below) and the U.S. dollar price of the trade-weighted currencies of the country’s trading partners (DOLLAR):
The former is the policy instrument actually controlled by the domestic monetary authorities, while the latter is a strictly exogenous component of the nominal effective exchange rate. In equation (2), the authorities can choose a target for either NEER (making EXCH endogenous to changes in DOLLAR) or EXCH (making NEER endogenous to changes in DOLLAR). In the latter case, if movements in NEER are dominated by DOLLAR, a close association between the NEER and the REER could emerge despite a relatively passive stance on the part of the authorities regarding the path of the REER. Following the logic of the interpretation of the REER decomposition, an active exchange rate policy would result in situations in which movements in NEER are dominated by movements in EXCH or in which movements in EXCH and DOLLAR are negatively correlated with each other, causing neither to be closely associated with NEER. Thus, as a second filter in detecting active exchange rate management, in cases where NEER and REER are closely related and where active management cannot therefore be ruled out, we can look at the correlation between NEER and DOLLAR. If these two variables are closely related, the presumption would be against active management even if movements in REER appear to arise primarily from changes in NEER.
But suppose that both filters are passed, that is, that the correlation between REER and P*/P as well as that between NEER and DOLLAR is weak. This does not necessarily suggest that the nominal exchange rate was actively managed in pursuit of a competitiveness objective. EXCH and REER could be strongly correlated through NEER even if the authorities did not manage the exchange rate at all (e.g., with flexible rates under a money growth rule with sticky prices and frequent money demand shocks), or if they managed the exchange rate with other objectives, such as achieving an inflation target or attempting to track the equilibrium real exchange rate.
The key point is that while the two decompositions described above may be capable of providing evidence against active exchange rate management in pursuit of a competitiveness objective, they cannot provide evidence for it. Thus, the question is whether the “competitiveness” hypothesis remains plausible in light of the data. Both of these decompositions are presented graphically for each of the five countries.
The decomposition of the REER into the NEER and relative price levels for Indonesia appears in the top panel of Figure 3, and that of the NEER into EXCH and DOLLAR is presented in the bottom panel. The Indonesian experience appears to consist of three subperiods: during 1980–82 the REER appreciated slightly, from the combined influence of faster inflation at home than in Indonesia’s trading partners and appreciation of the NEER. The latter reflected the increased international value of the U.S. dollar, as the rupiah-dollar exchange rate was stable during this time. Thus, by the criteria established above, this was a period of passive exchange rate policy in Indonesia.
Indonesia undertook extensive macroeconomic reforms during the mid-1980s to liberalize its economy and increase its export orientation. Nominal exchange rate management was an important part of this reform. Two major discrete devaluations of the rupiah against the U.S. dollar were implemented in March 1983 (by 27 percent) and September 1986 (by 31 percent). These stepwise devaluations are clearly discernible in the lower panel of Figure 3. While DOLLAR tracks the appreciation of the U.S. dollar against major currencies during the first half of the 1980s, as well as its subsequent depreciation during the second half, the exchange rate of the rupiah against the dollar is responsible for most of the variation in the nominal effective exchange rate during mid-decade. Movements in this rate were large enough to compensate for the inflation differential during this time; consequently, the country’s real effective exchange rate under-went a substantial depreciation during 1983–87, although inflation performance at home continued to be less favorable than that abroad. The evidence provided by the decompositions of the real and nominal effective exchange rates during this period is thus quite consistent with the authorities’ avowed policy objective of moving the latter in such a way as to achieve a competitiveness-driven target value of the real exchange rate.
The final period, 1988–94, is one of remarkable stability in Indonesia’s real effective exchange rate. However, this stability is the result of offsetting movements in the nominal effective exchange rate and relative price levels. It suggests either a policy of using the nominal effective exchange rate to offset smooth inflation differentials—that is, of successful real exchange rate targeting on the part of the Indonesian authorities—or an unsuccessful attempt to use depreciation of the nominal effective exchange rate to achieve a real depreciation of the rupiah. In either case, active exchange rate management is implied during 1988–94.
Thus, there is a strong suggestion that the Indonesian authorities sought to achieve a real effective depreciation of the rupiah after the out-break of the international debt crisis, and that they then used the nominal exchange rate to try to maintain the more depreciated value of the real exchange rate by offsetting an inflation differential that was unfavorable to Indonesia. Active exchange rate policy is therefore at least potentially responsible for the behavior of the real effective exchange rate in Indonesia during the capital-inflow period.
As shown in the top panel of Figure 4, the Malaysian experience has some features in common with that of Indonesia. First, both countries are in the group that avoided real appreciation after 1988. Second, as in Indonesia, movements in Malaysia’s REER were dominated by movements in the NEER to a greater extent during the first part of the decade than subsequently. As in Indonesia, price levels in Malaysia moved relative to those of the country’s trading partners along a relatively smooth trend.
However, in other ways, the Malaysian experience contrasts with that of Indonesia. First, in Malaysia, the relative price-level trend took the direction of depreciating the real exchange rate; that is, Malaysia experienced lower inflation than its trading partners. Second, the timing of NEER movements, shown in the top panel of Figure 4, was also different. Malaysia’s nominal effective exchange rate appreciated continuously, and sharply, from the beginning of the decade through 1984 despite mild continuous depreciation of the ringgit against the U.S. dollar, reflecting the dollar’s international strength during these years. Thus, although the behavior of the REER mirrored that of the NEER closely (because Malaysia’s inflation rate was quite close to that of its trading partners over this period), it is clear that, until 1985, the real appreciation of the ringgit was the outcome of a passive exchange rate policy and was dominated by the international appreciation of the U.S. dollar.
From 1985 to 1991, Malaysia’s REER depreciated steeply. A third contrast with Indonesia is that this real depreciation was largely the result of the depreciation of the U.S. dollar against the currencies of Malaysia’s trading partners and a strengthening of the price-level differential in favor of Malaysia. However, the bilateral ringgit-dollar exchange rate continued to depreciate during 1985–91, complementing the effects of U.S. dollar depreciation on Malaysia’s NEER. Indeed, by 1991 the value of DOLLAR had almost returned to where it stood at the beginning of the decade, and the entire cumulative depreciation of the NEER up to that point, amounting to nearly 20 percent, was thus attributable to movement in the ringgit-dollar exchange rate.
Malaysia maintained a flexible exchange rate during this period, with an announced policy of accommodating long-term market-determined movements in the nominal exchange rate and intervening only to smooth out short-term fluctuations. In principle, then, the bilateral depreciation of the ringgit could have reflected either a tracking of the equilibrium rate or a monetary policy that gave significant weight to export competitiveness. That market forces played a role during this period is suggested by events in 1992, when the persistence of capital inflows resulted in an appreciation of the ringgit-dollar rate that was fully reflected in both the nominal and real effective exchange rates. In 1993 and 1994, however, the 1985–91 pattern was reestablished, with both bilateral depreciation of the ringgit and continued U.S. dollar depreciation contributing to depreciation in Malaysia’s NEER.
Because of its flexible exchange rate regime, Malaysia is not as clear-cut a case as Indonesia. On the other hand, the close association of the NEER and the REER and the bilateral depreciation of the ringgit over most of 1985–94 are consistent with an interpretation of exchange rate policy in Malaysia after 1984 in which the authorities were concerned with a long-run competitiveness objective and achieved a desired value of the NEER compatible with that objective by supplementing the exogenous contribution of U.S. dollar depreciation with a monetary policy for which competitiveness was an important consideration. On the other band, the appreciation of the ringgit in 1992 in response to capital inflows suggests that market forces also played a role. Overall, although the contribution of active policy is not as clear as in Indonesia, it cannot be discounted in the case of Malaysia.
The Philippines also recorded a substantial real depreciation in the mid-1980s, amounting to about 30 percent from 1982 to 1988 (Figure 5). However, this was achieved in the context of substantial inflation, significantly higher than in its trading partners during all of this period, and with a particularly large inflation differential during politically unsettled times in 1984–85. The achievement of a large real depreciation in the face of high inflation has meant that the NEER has been on a sharply depreciating trend, with step changes in 1984 and 1986 accounting for a substantial part of the cumulative depreciation of the REER through 1988. The changes in the real value of the peso during mid-decade reflect an active exchange rate policy, with the initial real depreciation in 1982–84 emerging despite U.S. dollar appreciation through large nominal devaluations of the bilateral peso-dollar rate, evident in the bottom panel of Figure 5. A slowing of the bilateral peso-dollar rate of depreciation designed to contain inflation in 1985 resulted in a slight real appreciation of the peso, since the inflation differential continued to be unfavorable, but became compatible with the resumption of real depreciation in 1986–88 as a result of better domestic inflation performance and the decline in the international value of the dollar. The upshot is that, during 1982–88, the authorities actively managed the exchange rate in the Philippines, more than succeeding in preventing inflationary erosion of the real exchange rate.
From 1989 through 1991, relative price-level performance in the Philippines deteriorated once again, but the REER was maintained approximately stable through an acceleration of the rate of bilateral depreciation against the U.S. dollar, representing a continuation of the active exchange rate policy followed previously. In the context of the arrival of capital inflows, however, the bilateral peso-dollar rate stabilized. The NEER continued to depreciate slightly during this period, but primarily as a consequence of continued dollar depreciation. After a period of relative constancy from 1987 to 1991, the REER appreciated slightly over the rest of the sample period.
Except for this most recent episode, an active exchange rate policy cannot be ruled out for the Philippines during most of the period under review. The cumulative real depreciation of the peso over the period, amounting to about 10 percent, was completely accounted for by movements in the NEER, which in turn were overwhelmingly attributable to the behavior of the bilateral exchange rate against the U.S. dollar. However, it is hard to make the case that the failure of the REER to appreciate more substantially in the Philippines through 1994 was the result of nominal exchange rate management. Exchange rate policy appears to have been relatively passive during the last three years of the sample. This may reflect a policy decision to focus more on competitiveness than on the price level in response to a more favorable balance of payments performance or may simply reflect the influence of changing market forces. To the extent that movements in the NEER may have caused the REER in that country to be depreciated relative to its equilibrium value, this outcome has resulted from the structure of the country’s trade and fluctuations in the international value of the U.S. dollar, rather than from an active targeting of the real exchange rate.
Singapore is an outlier in this group of countries, with respect to both the path followed by its REER during this period and how that path was brought about. In Singapore, monetary policy has explicitly been framed in terms of the exchange rate since 1981 and has also explicitly been targeted at a price-level objective. Consequently, exchange rate policy was almost completely passive during the period of U.S. dollar appreciation in the first half of the 1980s, with very little variation in the exchange rate between the Singapore and U.S. dollars until 1986. As a result, the path of the NEER essentially tracked that of the U.S. dollar against the currencies of Singapore’s trading partners, as shown in the bottom panel of Figure 6. This implied a real appreciation during 1980–82, REER stability during 1983–85, and a sharp real depreciation in 1986. The stability of the REER in the middle period reflected Singapore’s favorable inflation performance (top panel of Figure 6), which essentially offset the appreciation of the NEER caused by the behavior of the U.S. dollar during this time. Similarly, the sharp real depreciation in 1986 was the result of the country’s relative inflation performance magnifying the effects of movements in the value of the U.S. dollar.
After dollar depreciation set in, however, exchange rate policy became quite active. Consistent with its announced price-level objective, but unlike its neighbors, Singapore used nominal exchange rate policy to achieve an appreciation of its NEER, thereby attempting to offset the effect of U.S. dollar depreciation on the domestic currency price of traded goods. In 1987 and 1988, however, the bilateral appreciation of the Singapore dollar was not enough to offset the depreciation of the U.S. dollar internationally, causing the NEER to continue to depreciate, albeit at a more muted pace. After 1988, the NEER tracked the bilateral rate quite closely and both appreciated continuously despite the depreciation of the U.S. dollar (see bottom panel of Figure 6). The REER followed suit during 1988–94, though to an extent that was muted by the favorable relative price-level performance that continued in uninterrupted fashion until the end of the sample period.
Unlike in the other four countries, REER experience in Singapore has been consistent with what many observers have expected in the context of large capital inflows. The cumulative real appreciation of the Singapore dollar during 1988–94 amounted to about 17 percent. However, this change in the real value of the Singapore dollar was the product of active exchange rate policy, entirely accounted for by the change in the bilateral exchange rate against the U.S. dollar. In principle, Singapore’s experience could be interpreted as active management of the nominal exchange rate to track an appreciating equilibrium rate. However, the deliberate pursuit of price-level stability through the exchange rate instrument in that country suggests that tracking the equilibrium exchange rate was not the authorities’ overriding objective. Ironically, then, despite Singapore’s failure to fit the mold, its experience strengthens the a priori case for the hypothesis that exchange rate policy has made the difference in the ASHAN context, because it seems to suggest that nominal exchange rate policy can matter for real exchange rate outcomes over an extended period.
Unlike the other countries in this group, Thailand avoided real appreciation during the early part of the last decade. The REER was approximately stable from 1980 until 1983, with the NEER and relative price levels moving in opposite directions and by roughly comparable absolute magnitudes (see top panel of Figure 7). A bilateral depreciation of the baht against the U.S. dollar more than offset the effects of the international appreciation of the U.S. dollar on Thailand’s NEER during this period, consistent with an active exchange rate policy.
Like the other countries, however, Thailand registered a large real depreciation in mid-decade. This was achieved through a 15 percent devaluation of the baht in November 1984. After 1986, however, the baht was stabilized relative to the U.S. dollar. The result was a fairly stable REER from 1986 until 1992, with a slightly unfavorable inflation differential offsetting the effects of the depreciation of the U.S. dollar on the REER. Thus, in contrast with the other countries, the stability of the real value of the Thai baht in the late 1980s and early 1990s appears to have been the product of a passive exchange rate policy. During the last two years of the period under review, REER depreciation emerged once again, but as the result of a depreciation of the U.S. dollar, rather than of active Thai policy.
In Thailand, therefore, the apparent passive-active sequence that characterized some of the countries examined above was reversed. Policy activism appears to have been the rule early in the decade, and, by 1986, it had produced a cumulative real depreciation of the baht of more than 30 percent relative to the beginning of the decade. After this point, exchange rate policy became passive, and the stability of the REER during this time reflected not an explicit effort at real exchange rate targeting, but rather the offsetting effects of exogenous changes in the international value of the U.S. dollar and endogenous domestic price-level adjustments. By the end of the period, the cumulative depreciation of the REER stood about where it had in 1986, the result of movements in the NEER composed cumulatively of roughly equal parts bilateral baht devaluation and U.S. dollar depreciation. Nonetheless, as in the Philippines, the stability of the Thai REER during the capital-inflow episode cannot be attributed to real exchange rate targeting through nominal exchange rate policy. To the extent that NEER developments are responsible for REER performance, the depreciation of the U.S. dollar has played a leading role.
In summary, these five countries shared certain common features in their REER experiences. All but Thailand experienced some real appreciation from the beginning of the decade until approximately 1982–84, after which all of them experienced rather large real depreciations until 1987–88, a time roughly coincident with the inception of the current capital-inflow episode. Indonesia, the Philippines, and Thailand all registered cumulative real depreciations of over 30 percent over this period. Malaysia depreciated in nominal effective terms longer than the others, undergoing by 1990 a cumulative depreciation amounting to about 20 percent, comparable in magnitude to that of the other three countries.
In each of these countries, active exchange rate policy helped determine the behavior of the real effective exchange rate when the real depreciation was achieved. In Indonesia, the Philippines, and Thailand, bilateral depreciation overcame the combined effects of U.S. dollar appreciation and unfavorable differentials between domestic and external inflation rates. The differentials were large for Indonesia and the Philippines and much milder in Thailand. Both a favorable inflation differential and depreciation of the NEER contributed to the steady depreciation of Malaysia’s REER. In Indonesia, the Philippines, and Malaysia, exchange rate policy was clearly passive in the early 1980s, but by mid-decade, Indonesia had adopted a more activist stance, and Malaysia and the Philippines may have done so as well. In recent years, however, the Philippines appears to have reverted to a more passive stance. Thailand, by contrast, began the decade with an active policy that allowed it to avoid the real appreciation experienced by the other countries and switched later to a more passive exchange rate policy stance.
Singapore is the outlier among these five countries. Not only did it undergo a smaller cumulative depreciation during this time—of less than 15 percent—but all of that depreciation emerged in the context of an exchange rate policy that was explicitly managed with a price-level objective in mind. Singapore adopted a continuous bilateral appreciation against the U.S. dollar in 1986, an experience that makes it stand apart from the other countries in this group.
In short, although all of these countries may have experienced periods of activism and passivity in exchange rate policy since the early 1980s, it is fair to say that the cumulative movements in the REER in all of them since that time have been consistent with activism in exchange rate policy. However, after capital inflows began to arrive, only Indonesia and Malaysia continued to manage their exchange rate policy in a manner consistent with the hypothesis that real exchange rate targeting through nominal exchange rate policy may account for REER performance in these countries during the inflow period. In terms of Figure 2, we cannot rule out that the real exchange rate outcomes in these two countries belong in the first column. The Philippines and Thailand (especially the latter), on the other hand, maintained a relatively passive exchange rate stance during the inflow episode. The policies of these countries during the inflow period belong in the second column of Figure 2. However, the structure of their trading patterns, combined with the depreciation of the U.S. dollar relative to the currencies of their trading partners, has implied that NEER depreciation may nevertheless have played a role in determining their REER outcomes, despite the passive stance of exchange rate policy.
The experience of the four larger ASEAN countries, therefore, is consistent with a generalized version of the hypothesis that nominal exchange rate policy has made the difference in East Asia; that is, the relatively stable behavior of the real effective exchange rate in these countries has in each case been associated with a depreciating nominal effective exchange rate, driven either by explicit policy choice or by exogenous variations in the international value of the U.S. dollar. The contrasting experience of Singapore only reinforces the view that nominal exchange rate policy indeed makes a difference, because the appreciation of the REER was associated with a policy-driven appreciation of the NEER. The next task is to determine whether these five countries belong in the first or the second row of Figure 2.
Finding that movements in the REER have been associated with movements in the NEER in the same direction does not necessarily imply that changes in the NEER—whether driven by policy or by exogenous events—have been capable of keeping the REER from moving to appreciated equilibrium values dictated by the presence of capital inflows. The question remains: if the path of the REER is not consistent with long-run equilibrium—and if the concept of a long-run equilibrium real exchange rate is a meaningful one—why have relative price levels not adjusted to move the REER back into line with the value determined by fundamentals? Two answers are possible. The first is that price-level adjustment is very slow and occurs with a lag. In that case, as indicated earlier, the observed path of the REER will not be sustainable, because the future evolution of relative price levels will cause the REER to deviate from the authorities’ intended path. To avoid an acceleration of inflation in these countries, therefore, a nominal appreciation would be required. The second answer is that, despite the apparent role of the NEER in determining the path of the REER, it has infact not strayed far from its long-run equilibrium. The issue, then, as posed at the outset is, how well have these countries been tracking, through their nominal exchange rate policies, the underlying path of the equilibrium real exchange rate?
To answer this question, we need to identify the factors that determine the long-run equilibrium real exchange rate (the “fundamentals”) as well as to quantify their effects on the equilibrium REER. Our present state of knowledge is much more advanced with respect to the first of these than to the second. An extensive literature exists identifying the fundamental factors that drive the long-run equilibrium real exchange rate, which is conventionally defined as the value of the real exchange rate that is simultaneously compatible with internal balance (full employment and equilibrium in the market for nontraded goods) and external balance (a sustainable value of the current account). A recent overview of its fundamental determinants is provided in Montiel (1996b). A number of factors have been identified. They are described below.
The most venerable theory regarding long-run real exchange rate determination is the Balassa-Samuelson effect, which relies on differential productivity growth between an economy’s traded and nontraded sectors, favoring the traded goods sector. It causes the equilibrium real exchange rate to appreciate over time, both because excess demand is created in the nontraded goods sector and because the trade balance surplus tends to increase as a result of these differential productivity improvements.
Changes in the composition of government spending between traded and nontraded goods affect the long-run equilibrium real exchange rate in different ways. Additional tax-financed spending on nontraded goods, for example, creates incipient excess demand in that market, requiring a real appreciation to restore equilibrium. In contrast, tax-financed increases in spending on traded goods put downward pressure on the trade balance, and a real depreciation is required to sustain external balance.
Changes in an economy’s external terms of trade, the availability of external transfers, the level of world real interest rates, and the world inflation rate all influence the long-run equilibrium real exchange rate. Improvements in the terms of trade and increases in the flow of transfers received tend to appreciate the equilibrium real exchange rate, the former by improving the trade balance and creating excess demand for non-traded goods, and the latter through positive effects on the current account. Reductions in world real interest rates and increases in world inflation cause the long-run equilibrium real exchange rate to depreciate. The reason for the real interest rate effect is that lower world interest rates induce capital inflows, which reduce the country’s net creditor position over time, and the long-run loss of net interest receipts requires a real depreciation to maintain external balance. Changes in world inflation affect the equilibrium real exchange rate through effects on transaction costs associated with changes in real money balances. In the model described in Montiel (1996a), the direction of this effect is ambiguous and depends on an essentially arbitrary assumption about the form in which monetary transaction costs are incurred.
Finally, trade liberalization is associated with long-run real depreciation. The effect works by channeling resources into the nontraded goods sectors. The emergence of incipient excess supply in the nontraded goods market dictates the nature of the adjustment in the real exchange rate.
Capital inflows do not appear on this list of fundamental determinants of long-run equilibrium real exchange rates. The reason is that capital inflows are an endogenous phenomenon, likely to materialize as a consequence of change in some other fundamental variable. They thus have an association with the real exchange rate that is determined by the source of the shock that generates the inflow. Among the candidates for this role are changes in world economic conditions—most important, interest rates in the major industrial countries—as well as improvements in the domestic policy environment. Most of the empirical evidence points to changes in international rates of return as a key driving force behind the current capital-inflow episode, and, to the extent that this is so, the effects of these inflows on the long-run equilibrium real exchange rate will be captured by external financial variables.3
With the possible exception of the role of external real interest rates, these effects are well known and would command broad agreement. Using these analytical results to estimate changes in long-run equilibrium real exchange rates is a different matter. This task confronts a number of difficulties, not least of which is the dynamic nature of the problem. At any moment, the actual real exchange rate will differ both systematically and randomly from the underlying long-run equilibrium real exchange rate, and the mechanism of adjustment involves change not just in the nominal exchange rate, but, as indicated above, in relative price levels as well. This means that, to extract empirical information about the unobservable long-run equilibrium real exchange rate from a series of observed real effective exchange rates, the full dynamics of price-level adjustment must, in principle, be specified—an issue that is among the most problematic and controversial in modern macroeconomics for industrial countries, not to mention for individual developing countries.
The approach adopted here is to exploit the time-series properties of the variables involved in this exercise. Theory tells us that the long-run equilibrium real exchange rate depends on long-run values of fundamental determinants such as those listed above. Deviations of the actual real exchange rate from this long-run equilibrium value tend to be transitory, because the economy contains automatic mechanisms that tend to eliminate such deviations over time. The time-series properties of the real exchange rate thus depend on the corresponding properties of its fundamental determinants. If the latter are trend stationary, the real exchange rate will tend to be trend stationary as well, and its behavior will be consistent with, at worst, a modified version of the purchasing power parity hypothesis, which allows for a trend in the equilibrium real exchange rate, perhaps reflecting Balassa-Samuelson effects. If the fundamentals driving the long-run equilibrium real exchange rate are themselves integrated time-series processes, however—that is, if such variables experience permanent shocks during the sample period—the real exchange rate will tend to be an integrated time-series process as well, in violation of the purchasing power parity hypothesis. In this case, if the theory linking the real exchange rate to its fundamental determinants is correct, a cointegrating relationship should exist between the real exchange rate and the fundamental determinants identified by the theory. The residual from this cointegrating equation is the gap between the actual real exchange rate and the long-run value predicted by the fundamentals and is itself a stationary process.
The important point for present purposes is that the cointegrating equation is static, and ordinary least squares (OLS) estimates of its parameters are super consistent (i.e., the estimates converge to their true values more rapidly than usual as sample size increases). This means that, if a cointegrating relationship can be found, one can obtain a consistent estimate of the long-run equilibrium real exchange rate without prior knowledge of the full dynamics of adjustment. This fact represents an enormous advantage in situations such as the one at hand, when we can be much more confident about the theoretical specification of the long-run equilibrium relationship than about the empirics of the short-run dynamics.
These observations suggest the following empirical procedure: first, the real effective exchange rate in each of the countries is tested for the presence of a unit root in its time-series representation. If the series is trend stationary, then a reasonable estimate of the equilibrium real exchange rate can be obtained by fitting a constant and a trend to the available series—that is, by using an estimate of the equilibrium real exchange rate that is based on purchasing power parity. If instead the series contains a unit root, then permanent changes in the REER during the sample period are assumed to have been driven by corresponding changes in some subset of the set of its potential fundamental determinants. Because the nonstationary behavior of the REER must be driven by nonstationary behavior in the fundamentals, the next step is to identify the subset of non-stationary fundamentals. This is done by testing the fundamentals individually for the presence of a unit root. Finally, to identify which among this restricted set of non-stationary fundamentals was responsible for driving the behavior of the REER over the sample, cointegrating relationships are estimated between the REER and the relevant subset of the underlying fundamentals. The fitted values of the cointegrating equation for the REER in each country represent the estimate of the long-run equilibrium real exchange rate, and its residuals measure the gap between the actual and the long-run equilibrium real exchange rates.
Although this approach is attractive for present purposes, it also carries some significant pitfalls. Foremost among these is that the consistency properties apply to large samples when the unbounded variance of the regressors associated with their random-walk properties dominates sampling problems. In small samples, parameter estimates of the cointegrating regression may be biased for all the usual reasons. Because the estimates reported below are based on small numbers of annual observations, this problem is potentially serious. As reported below, the approach adopted in response to this problem has been to rely on estimation techniques that do relatively well in small samples, as well as to use algorithms for specifying the fundamentals that minimize the likelihood of specification error.
The first step in the implementation of this methodology is to test for the nonstationarity of the REER. These tests were conducted in log form for each of the five countries and are reported in Table 1. Testing covered the period 1960–94, except in the Philippines, where a complete set of data was available only for 1963–94. As indicated, sample sizes are thus quite small, and, because the power of these tests is low for such small sample sizes, the robustness of the results was checked by running both the Augmented Dickey-Fuller (ADF) and the Phillips-Perron (PP) tests of nonstationarity. The tests were applied to the levels and first differences of log (REER) for each of the countries.
Each of these tests can be conducted either allowing or not for the presence of a constant and/or a deterministic trend in the underlying time series. The distribution of the test statistic for the unit root test depends on the deterministic variables that are included in the regression on which the test is based. To avoid misspecifying the deterministic component of the time-series model, each test was conducted for the most general trend specification (both a constant and a trend in the series) first, and then the trend and constant were eliminated successively if they proved not to be statistically significant. The test statistic reported in the table in each case is for the final specification derived using this procedure.4
The null hypothesis for this test is that the series is nonstationary, that is, that a unit root is present in the time-series characterization of the series. As is evident from Table 1, this hypothesis failed to be rejected in all but one case: that of Singapore when applying the ADF test. My interpretation of this result is that it reflects a small sample problem associated with the change in regime for nominal exchange rate policy in Singapore alluded to in the previous section. Because the Phillips-Perron test fails to reject nonstationarity, I have chosen to proceed on the assumption that log (REEK) is nonstationary in Singapore as well. The last pair of columns in Table 1 confirms that each series contains at most one unit root—when first differenced, each scries is rendered stationary. The presence of a unit root can be rejected with a high degree of confidence in all cases.5
The next step is to generate empirical counterparts for each of the variables in the set of potential fundamentals described above. Unfortunately, it was not possible to do so for all of the variables that theoretically could enter the cointegrating equation. For the group as a whole, the set consisted of the following fundamental variables:
(1) The ratio of government consumption to GDP (CGR).
(2) The ratio of government investment to GDP (IGR)6
(3) An index of the terms of trade (TOT).7
(4) An index of commercial openness (trade liberalization). Because commercial openness is a multidimensional concept, no single empirical measure of the extent to which the trade regime is liberalized exists. A number of proxies have been used in various applications. For present purposes, it was desirable to adopt a proxy that could be constructed for as many of the countries as possible and for as long a time period as possible. The one adopted was the ratio of foreign trade (exports plus imports of goods and services) to GDP, denoted OPEN. For some countries, however, an alternative measure used was the ratio of trade tax receipts to total trade. This variable was denoted OPNTX. Increased openness is associated with an increase in the value of OPEN, but a decrease in the value of OPNTX.8
(5) External real rates of return. Two measures were used for this purpose. The first was the U.S. six-month treasury bill rate calculated in ex post real terms using the consumer price index for the United States (R*). The second was an index of Japanese unit labor costs (JULC). The latter is intended to capture the fact that foreign direct investment from Japan was an important component of the initial wave of capital flows to these countries during the late 1980s, and the factors driving these flows of foreign direct investment may well fail to be captured by R*. An increase in JULC would reduce the marginal product of capital in Japan and would thus play a role equivalent to a reduction in R*.
(6) The world rate of inflation (INFL), calculated using the U.S. consumer price index.
(7) A time trend. The purpose of the trend is to serve as a proxy for sectoral productivity growth differentials that could affect the equilibrium real exchange rate from the supply side (Balassa-Samuelson effect).
In addition to these variables, which are included for reasons out-lined in Montiel (1996b), the population dependency ratio (DEP) was included as a potential indicator of systematic changes in private saving rates, to reflect demographic changes during the sample period that, while not included in the model that motivated the original specification of the set of fundamentals, may nonetheless affect the behavior of the long-run equilibrium real exchange rate. In the model developed in Montiel (1996b), an increase in the dependency ratio can be interpreted as an increase in the rate of time preference. The long-run effect of this shock would be to reduce the economy’s international net creditor position, which would result in an equilibrium real depreciation.
As previously mentioned, while theory implies that permanent changes in the fundamentals affect the long-run equilibrium real exchange rate, nothing requires that shocks to any particular set of fundamentals over any particular period of time have a permanent component. Fundamentals that do not undergo permanent changes during the sample period will not contribute to changes in the long-run equilibrium real exchange rate over this period and hence do not belong in the cointegrating equation. Except for the trend, then, each of these variables was tested for stationarity, and the nonstationary fundamentals for each country were considered candidates for inclusion in the cointegrating equation. The results of these tests are presented in Tables 2 and 3.
Table 3. Unit-Root Tests for Country-Specific Fundamentals
Note: ** denotes a p-value greater than 0.99.
Table 2 presents results for the external variables R*, INFL, and JULC. Of these, only INFL and JULC proved to be nonstationary, in both cases containing a single unit root. R*, however, was stationary over the sample period and was thus dropped as a candidate for inclusion in the cointegrating equations. This implies that potential effects of changes in world financial conditions on the behavior of equilibrium real exchange rates in these countries over the sample period will be captured to the extent that these are reflected in JULC.
The results for the country-specific variables are presented in Table 3. With three exceptions, the time-series properties of these variables proved to conform to those of the REER for these countries. For the Philippines, the openness variable and the dependency ratio were stationary, according to both the ADF and PP tests, and were thus dropped from consideration for the cointegrating equation for this country. In Singapore, the dependency ratio was stationary according to the PP test, but nonstationary even in differenced form according to the ADF test. In view of this rather extreme inconsistency, I omitted the dependency ratio from the cointegrating equation for Singapore.
The cointegrating equations can be estimated in two ways. The simplest approach, that proposed by Engle and Granger (1987), involves estimating an OLS regression with REER as the dependent variable and the potential fundamentals as independent variables. Tests for cointegration among these variables would then be based on the time-series properties of the residuals of this regression in the form of an ADF test, with critical values modified to reflect the fact that the regressor is itself an estimated variable. While this procedure yields superconsistent estimates of the parameters of the cointegrating equation, it has some undesirable finite-sample properties. In particular, coefficient estimates may be biased if the explanatory variables are Granger-caused by the dependent variable (i.e., if weak exogeneity fails) and if the residuals of the equation are serially correlated. Moreover, OLS estimates of the standard errors of the parameter estimates will be biased if there is serial correlation in the residuals, invalidating standard hypothesis tests. These are serious problems for present purposes, because the concern is precisely with obtaining reliable estimates of cointegrating parameters using relatively small samples.
An alternative approach is that of Johansen (1988), which relies on maximum likelihood estimates of the vector autoregression:
where y is an n × 1 vector containing the n variables consisting of the REER and the potential fundamentals, DV is an n × 1 vector of deterministic variables (a constant and a trend), A and βj are n × n matrices of estimated coefficients, and u is an n × 1 vector of serially uncorrelated (but possibly mutually correlated) random shocks. If all the components of y are nonstationary with a single unit root, then the right-hand side must be stationary as well. This means that, if the rows of A contain nonzero elements, these rows must represent cointegrating vectors. A test for cointegration can thus be based on whether there exists at least one such row with nonzero elements (i.e., whether the rank of A is at least one), and estimates of the parameters of the cointegrating vectors emerge from the estimated values of the elements of the linearly independent rows of A. Note that biases arising from simultaneity are eliminated by the vector autoregressive specification, which also removes serial correlation in the residuals, thereby rendering the estimates of the standard errors unbiased and permitting standard hypothesis testing. For these reasons, the Johansen approach was used to extract estimates of the parameters of the cointegrating equations.
One complication in implementing this procedure is that both the distributions of the likelihood-ratio statistic for testing hypotheses concerning the rank of A (and thus for establishing the presence of cointegration) and of the estimates of the individual parameters of the cointegrating vectors depend on the specification of DV, the number of lags included in the autoregression term, and the presence of exogenous variables in the vector autoregression. Accordingly, the procedure for implementing these tests goes from the general to the specific, as follows: first, equation (3) was estimated for each country allowing for the presence of both a constant and a trend in DV and setting the maximum value of j at two in a vector autoregression containing all of the nonstationary fundamentals. Statistically insignificant values of the nonfundamental variables were dropped successively (first, the second lag of Δy, then the time trend, and finally the constant) in subsequent estimation. After the specification of these variables was set, fundamental variables were dropped one at a time if (1) the signs of their coefficients were inconsistent with theory, or (2) their estimates were statistically insignificant (in that order of priority). As each potential fundamental was dropped, the nonfundamentals were reintroduced and the previous procedure was repeated. The final specification chosen for the cointegrating equation in each country was one containing a restricted set of nonstationary fundamentals with the properties that (1) the absence of cointegration among those variables and the real effective exchange rate could be rejected by the data, (2) each parameter of the cointegrating regression was of the theoretically appropriate sign, and (3) the estimate of the parameter was statistically different from zero.
Before proceeding to the results, one final finite-sample issue remains to be discussed. As indicated previously, in the analytical model that underlies the interpretation of these results, a permanent reduction in international rates of return on capital, which triggers capital inflows in the short run, produces a depreciation in the long-run equilibrium real exchange rate, an effect that is opposite in sign to that of a permanent increase in the level of transfers received from abroad. The reason is that short-term capital inflows cause the economy’s international net creditor position to deteriorate in the long run, when the net creditor position has reached a new steady-state value. During the transition, however, when net capital inflows exceed debt-service obligations, the real exchange rate temporarily appreciates. Because large inflows of foreign direct investment to the countries under study are of relatively recent vintage, they still dominate service payments generated by the stock of externally owned capital. Thus, over the sample period, capital inflows triggered by changes in JULC may generate data that look like transfers. Consequently, the sign of JULC in the cointegrating equations could be negative (an increase in JULC triggers foreign direct investment inflows and thus causes the real effective exchange rate to appreciate), as would be consistent with an equivalent transfer, or positive, as would be expected with a set of data that spans a more complete adjustment in each economy’s net international creditor position. To handle these possibilities, the sign of JULC was not imposed.
The resulting cointegrating equations are listed in Table 4. For each country, the final specification of the cointegrating equation is reported, together with the likelihood-ratio statistic for the Johansen eigenvalue test for the null hypothesis that the number of cointegrating vectors is at least one. Several comments about these results are in order.
Table 4. Cointegrating Equations
Note: * denotes p-value greater than 0.90; ** denotes p-value greater than 0.95
Focusing first on the methodology, cointegrating equations for the real effective exchange rate that are consistent with theory were found for all the countries in the sample. Although consistency with theory was imposed by the way the specification was chosen, this procedure does not guarantee that the residuals of the resulting equations will be stationary. The results of the Johansen rank tests for all of the specifications listed in Table 4, however, are consistent with stationary residuals, that is, with cointegration among the variables included in the regression. However, the algorithm described above for uncovering the parameters of the cointegrating vector did not perform equally well in all countries. For Malaysia, Singapore, and Thailand, convergence was relatively straight-forward, and, as reported in Table 4, cointegrating vectors were found with economically sensible and statistically desirable properties. For Indonesia and the Philippines, however, this was not the case. For both countries, in order to find a cointegrating vector with theoretically appropriate parameter estimates it was necessary to include variables whose coefficients were not statistically different from zero. Surprisingly, for Indonesia the affected variable was LTOT, which can be expected to be an important determinant of the equilibrium real effective exchange rate in that country on a priori grounds. In the Philippines, LJULC played this role. The a priori expectation would have been the opposite in this case: because the Philippines has not been among the region’s primary recipients of foreign direct investment originating in Japan, this variable would not have been expected to be important. Yet without it, a cointegrating relationship could not be found. This raises the possibility that LJULC is serving as a proxy for a variable omitted from the initial list of fundamentals in the Philippines.
The main results are as follows:
(1) Because the countries under study have grown quite rapidly by international standards over a large portion of the sample period, the Balassa-Samuelson effect might have been expected to generate a negative coefficient for the trend term. Yet, the trend term in the cointegrating equations has the wrong (positive) sign in every case in which the trend proved to be significant. There are several ways to interpret these results. First, for the sample period as a whole (which includes the 1960s and the 1970s), the growth experience of these countries was not as favorable in relative terms as it has been during recent years, particularly in view of the important role of Japan in their external trade. During 1960–85, for example, only Singapore (at 5.9 percent) grew faster than Japan (5.5 percent) in real per capita terms, according to Summers-Heston data. Second, of more direct relevance to the Balassa-Samuelson effect, the growth of labor productivity in these countries was lower than that of output per capita and fell significantly short of that in Japan.9 Thus, one interpretation is that these results are indeed consistent with the Balassa-Samuelson effect for these countries, given the length of the sample, the distinction between growth rates of total output and of labor productivity, and the large weight of Japan in the external trade of these five ASEAN countries. An alternative interpretation, however, is that the trend term may have been picking up the effect of omitted variables and/or measurement error arising from the specification of the empirical proxies for the theoretically appropriate variables.
(2) World economic conditions have an important effect on the behavior of the long-run equilibrium real exchange rate in all five countries. The terms of trade are important for Indonesia, the Philippines, and Thailand, while the world inflation rate matters for all of them. Recall that the latter measures the effect of imported inflation on the equilibrium real exchange rate. Imported inflation matters essentially because inflation affects the productivity of domestic production. The sign of the coefficient of this variable was not imposed ex ante, because it depends on whether adverse effects on productivity are more important in the traded or nontraded sectors, an issue on which little can be said a priori. The coefficient of world inflation was positive in Malaysia, Singapore, and Thailand, but negative in Indonesia and the Philippines. In terms of the model in Montiel (1996b), this is consistent with transaction costs being incurred primarily in terms of traded goods—therefore differentially impairing the productivity of the traded goods sector—in the former group of countries and in terms of non-traded goods in the latter group. Finally, as expected, changes in Japanese unit labor costs turn out to be important for this group of countries, entering the cointegrating equations for Malaysia, the Philippines, and Singapore. As for INFL, the sign of this variable was not imposed, for reasons explained above. Yet, in every case it proved to be negative, consistent with the emergence of a persistent net resource inflow into these countries as a consequence of increases in Japanese unit labor costs.
(3) Turning to the effects of domestic macroeconomic variables, fiscal policy mattered for the long-run equilibrium real exchange rate in Malaysia, Singapore, and Thailand. In Thailand, an increase in government consumption causes the REER to appreciate, consistent with the conventional presumption that government consumption is relatively intensive in nontraded goods. In Malaysia and Singapore, in contrast, increases in government investment are associated with equilibrium depreciation.
(4) Finally, changes in commercial policy, proxied by the openness variable, affected the equilibrium real exchange rate in Malaysia and Thailand.
What do these results imply about the relationship between the actual and long-run equilibrium real exchange rates for these five countries during recent years? The answer to this question is given in Figure 8. The panels of this figure depict the time paths of the actual and estimated equilibrium REER for each of these five countries during 1960–94. While the estimated equilibrium REER had a trend component in each country, the estimate of the equilibrium REER is not a simple, smooth trend. It exhibits a substantial amount of variation in every case. The implication is that fundamentals matter—not just in a statistical sense, as indicated by significant coefficients in Table 4, but also in the economic sense that the estimated time path of the equilibrium REER is quite different from what would be predicted from a simple calculation based on purchasing power parity. To focus on the recent history of the REER in these countries, Figure 9 plots the same variables during 1980–94. The solid line in each panel depicts the path of the actual exchange rate, while the dashed lines represent the fitted value of the cointegrating equation, with bands above and below representing one standard deviation of the gap between actual and fitted values. In interpreting this figure, one should keep in mind that both the predicted values and the estimated standard deviations are derived from cointegrating equations estimated over the full sample, which contains 20 more years of observations than the graphs in Figure 9, using a methodology that does not require the sum of the residuals between the actual REER and the fitted values that constitute the estimate of its long-run equilibrium value to necessarily sum to zero, even over the complete sample.
Figure 8. Actual and Fitted Values of Cointegrating Equations, Full Sample
Note: An increase represents a depreciation.
Figure 9. Actual and Fitted Values of Cointegrating Equations, 1980–94
Note: An increase represents a depreciation.
Figure 9 shows that the sharp real effective depreciation that the currencies of these countries underwent near mid-decade was in part a movement back to equilibrium. In all of them, the domestic currency had become overvalued in real effective terms during the first part of the decade. A second observation, however, is that in all of these countries the real depreciation achieved in mid-decade overshot the equilibrium REER. Thus, according to these estimates, the currencies of all five countries were more depreciated than their equilibrium values by, say, 1989 (1988 in Malaysia). This was not, however, necessarily because the arrival of capital inflows caused the equilibrium REER to appreciate. The equilibrium value of the REER continued to depreciate during the capital-inflow period in Indonesia, Malaysia, and Singapore, which implies that the relative stability in the actual REER for these countries in recent years would eventually lead the equilibrium real exchange rate to catch up with and ultimately pass its actual value. This seems to have happened in all three of these countries by 1992, and the estimated equilibrium REER has remained above, but relatively close to, the actual REER in each of these countries since that time. Thus, instead of the countries having currencies that are currently undervalued, as some observers have supposed in light of the sharp real depreciations of the mid-1980s and the subsequent arrival of capital inflows, these results suggest that, because the equilibrium value of the REER has itself depreciated in recent years, the recent movements in the REER for each of these five countries have closely tracked their equilibrium values. Discernible gaps between actual and equilibrium values, where they have arisen in recent years, have been quite small. While the values of the currencies of Malaysia, Singapore, and Thailand have been greater than their predicted equilibrium ones for several years, these gaps are relatively small in all three cases—roughly equivalent to one standard error of the difference between the actual and estimated equilibrium values of the REER. Statistically, then, they cannot be distinguished from zero. In short, these results provide statistical support for the view that the paths followed by the REER in all five of these countries during recent years have closely followed the equilibrium one.
At least two caveats are warranted, however. The first is that, as already mentioned, the cointegrating equations for both Indonesia and the Philippines are problematic. The second is that small sample sizes have made it difficult to estimate long-run equilibrium real exchange rates with precision, and the failure to detect meaningful deviations from the estimated equilibrium REER may in part reflect that lack of precision. However, it is important to recall that the estimated values of the equilibrium REER in Figure 9 are not based on the observations included in the figure only, but rather on the full sample that includes 20 additional years of data. As inspection of Figure 8 confirms, these estimates are quite capable of generating large estimated differences between actual and equilibrium real exchange rates in all of these countries. Using the same criterion as above, for example, the precision of the estimates is sufficient to detect undervaluation in Indonesia in association with oil shocks in 1974–75 and 1979–80, as well as overvaluation in 1985–86; overvaluation in Malaysia in 1982–84; undervaluation in the Philippines in 1973–74 and overvaluation in 1985; undervaluation in Singapore in 1971–72 and 1986–87; and overvaluation in Thailand during 1982–84. The key point is that, during the recent capital-inflow episode, differences between actual and estimated equilibrium values of the real exchange rates have not been of comparable magnitude.
What is the operational relevance of the long-run equilibrium real exchange rate estimated in the previous section? Analytically, the claim that the fitted value of the cointegrating equation represents a long-run equilibrium for the real exchange rate implies that deviations from this value cannot be sustained permanently. For this to be so, such deviations must generate mechanisms that tend to move the actual real exchange rate in the direction of equilibrium. This section tests for the presence of such an error-correction mechanism by modeling empirically the behavior of the actual real effective exchange rate in each country. Because the empirical model is that implied by the analytical approach adopted in the previous section, the ability of this model to account for the annual variation in the actual REER in these five countries provides an independent evaluation of the theory underlying the calculation of long-run equilibrium real exchange rates in the previous section.
The methodology involves estimating the error-correction representation of the behavior of the actual REER in these five countries, using the general-to-specific procedure suggested by Hendry (1986). This paper focuses on two aspects of the estimated regressions: first, the sign and statistical significance of the error-correction term, which provides a test for the presence of mechanisms driving the actual real exchange rate in the direction of the long-run equilibrium value estimated in the last section and, second, the overall goodness-of-fit (R2) of these regressions, to indicate how much of the annual change in the actual REER can be explained by the theory that underlies the calculation of the long-run equilibrium REER in the previous section.
The results of the estimation of the error-correction equations are provided in Table 5. Notice first that for all of these countries, the coefficient of the lagged error-correction term EC is negative, as required to move the REER in the direction of the long-run equilibrium rate, and is statistically significant at the 99 percent level of confidence in every case. The influence of the long-run equilibrium rate on the next period’s value of the actual real exchange rate is strongest in the Philippines and weakest in Thailand. In the former, two-thirds of the gap tends to be closed in one year (other things being equal), whereas in the latter about one-third of the gap is eliminated in that time. For the remainder of the countries, approximately half of the gap between the actual and equilibrium rate is eliminated within a year. These results strongly support the view that the long run equilibrium real exchange rate exerts an important influence on the actual rate. The implication is that, given a policy-determined path of the NEER, relative price levels would tend to evolve in such a way as to move the REER to the equilibrium value estimated in the previous section.
Table 5. Error-Correction Equations
(Standard errors are in parentheses)
Note: * denotes p-value greater than 0.95; ** denotes p-value greater than 0.99.
How complete is this story as an explanation of year-to-year changes in the actual REER? The answer is that, on average across these countries, this theory accounts for somewhat less than half the annual variation in the REER, and the variation is large across countries. Recalling that the dependent variable is stationary, that the number of observations is small, and that these countries have undergone substantial structural changes during the sample period, this result is perhaps not surprising. The implication is that the theory of the long-run equilibrium real exchange rate on which these estimates are based provides a useful analytical starting point for the understanding of actual real exchange rate movements in these countries, but much still remains to be explained.
This paper was motivated by the question of how to interpret the recent behavior of the real effective exchange rate of five ASEAN countries. From the start of the recent capital-inflow episode, from 1987–88 through 1994, all five countries had fairly stable real effective exchange rates. Where real appreciation materialized, as in the Philippines and Singapore, it was fairly moderate—certainly far smaller than in several Latin American countries during the same time. While, in the absence of shocks, stability of the real exchange rate would be viewed in a positive light, the arrival of capital inflows constituted a shock that has caused many observers to conclude that the underlying equilibrium real exchange rate might well have appreciated for these countries, meaning that their currencies, possibly including those of the Philippines and Singapore, might have been undervalued. The issue, then, is how far the values of the REERs in these countries departed from their long-run equilibrium values during this period.
To address this issue, it is necessary to generate estimates of the long-run equilibrium real exchange rate for each of these countries. While quite a bit of theory is available to suggest the nature of the fundamental factors that influence the long-run equilibrium real exchange rate, empirical implementation of this theory is rendered problematic by, among other things, the difficulty of modeling short-run price-level determination. Fortunately, the time-series properties of the data can be exploited to extract estimates of the long-run equilibrium exchange rate through the estimation of fairly simple static cointegrating equations among the REER and its fundamental determinants. The key findings from this estimation were the following:
(1) For each of these countries, cointegrating relationships can be found relating the REER to some subset of the potential fundamentals suggested by theory. Despite the availability of only short sample periods characterized by structural changes, it was possible to obtain stationary residuals from equations in which fundamentals generally affect the equilibrium REER in the direction suggested by theory and are generally amenable to measurement at standard levels of statistical precision. This indicates that the notion of a long-run equilibrium real exchange rate is empirically meaningful in this application.
(2) The estimated long-run equilibrium real exchange rate responded to different factors in each of these countries and exhibited substantial variability over time, suggesting that more is at work in determining the equilibrium REER than simple purchasing power parity (which would have generated a constant average value of the long-run equilibrium rate) or long-run sectoral productivity differentials, such as those emphasized in the Balassa-Samuelson effect (which would have generated a smooth trending value of the equilibrium REER).
(3) For each of these countries, the long-run equilibrium real exchange rate has exhibited a depreciating trend over time. While this can be reconciled with the presence of a Balassa-Samuelson effect, it may alternatively represent a measure of our remaining ignorance about the determinants of long-run equilibrium real exchange rates, in the form of omitted variables or errors in representing empirically the theoretically appropriate concepts.
(4) The sharp depreciation in the currencies of these five ASEAN countries during the mid-1980s, while in part a movement back to equilibrium from a situation of overvaluation earlier in the decade, appears to have overshot the long-run equilibrium value of the REER by the late 1980s.
(5) The recent capital-inflow episode did not result in an appreciation of the long-run equilibrium real exchange rate in all of these countries. The equilibrium rate appreciated in Singapore after about 1987 and in the Philippines after 1990, but stabilized or continued to depreciate elsewhere.
(6) The key finding is that REER performance in these countries, from the beginning of the capital-inflow period through 1994, is best interpreted as consistent with long-run equilibrium, given that the gaps between actual and estimated equilibrium REER are not statistically significant.
Finally, to assess the empirical relevance of the theory that supports these conclusions, I examined the links between the equilibrium and actual real exchange rates in these countries. The main finding is that the gap that emerges between the actual and equilibrium values of the REER tends to be self-correcting in all of these countries, as the theory would predict, but the factors emphasized by the theory employed for this exercise leave a substantial fraction of the variation in the actual real effective exchange rate still to be explained in all five countries.
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Flemming Larsen and Jahangir Aziz
Since the economic takeoff of the countries of the Association of South East Asian Nations (ASEAN) began in earnest in the 1970s, their importance in the world economy has increased dramatically (Table 1).1 On current trends, by the turn of the century this group will have more than doubled its share of world output and income since 1975 to reach almost 6 percent, which will approximately match its share of world population. This would give ASEAN an economic weight about halfway between those of Germany and Japan. Over the same period, ASEAN’s share of world trade will have increased three and a half times to about 8 percent, a share corresponding to that of Japan today. ASEAN’s share of total foreign direct investment (FDI) received by developing countries is estimated to average about 25 percent in the 1990s compared with just a trickle in the early 1970s. By the year 2000, these countries are expected to account for over 8 percent of global saving and investment, almost four times their share in 1975. And per capita GDP in purchasing power parity terms will have increased from less than $1,000 to almost $10,000 in just one generation.
Table 1. The Growing Weight of ASEAN in the World Economy
(In percent)
Source: World Economic Outlook Database.
The impressive economic performance of the ASEAN countries is the result of their strong domestic fundamentals in combination with their openness to external trade and capital flows. As in other developing countries, the external environment influences the growth process through two sets of economic forces. The more important set is the stimulants to economic efficiency and productivity growth provided by participation in competitive global markets and the global financial system. These generate the forces of economic catchup or convergence toward the levels of productivity in the most advanced industrial countries. In addition, from a short-run perspective, the world business cycle affects countries’ economic performance through a variety of channels, including changes in trade volumes and prices—especially of primary commodity exports—as well as financial flows and conditions.
Traditionally, the transmission of business cycle influences through trade and commodity prices has tended to generate fluctuations in economic activity in developing countries sympathetic (positively correlated) with those in the industrial countries. This was also the case in the ASEAN countries from 1970 to the mid-1980s, a period characterized by two significant business cycle downturns in the industrial countries that resulted from overheating (aggravated by two major hikes in oil prices) and subsequent policy tightenings (especially in 1980–82) necessary to unwind the inflationary pressures. While the cyclical response of the ASEAN countries to the 1974–75 recession in the industrial countries was some-what muted, the effects on their growth performance of the 1980–82 global recession were particularly serious and protracted. Throughout this period, the ASEAN business cycle was closely and con-temporaneously correlated with that of the industrial countries (Figure 1, top panel) even though individual country performances diverged some-what (Figure 1, bottom panel). Macroeconomic imbalances and subsequent adjustment difficulties in the Philippines have accentuated the business cycle for the group as a whole, but the experience of Indonesia, Malaysia, Thailand, and Singapore broadly mirrors the pattern suggested by aggregate indicators.
Figure 1. Cyclical Pattern of Output Growth in ASEAN and Industrial Countries
(In percent change)
Source: World Economic Outlook Database.
Since the mid-1980s, there appears to have been a slight phase-shift introducing a lag of about a year in the ASEAN business cycle relative to that of the industrial countries. More important, the growth differential between ASEAN and the industrial countries has widened significantly in favor of the former, giving the impression that ASEAN’s growth performance has “decoupled” from that of the industrial world. The phase-shift and the widening of the growth differential can be attributed partly to the increasing role of capital inflows in recent years and the tendency of such flows to be inversely correlated with the cycle of interest rates in industrial countries. The growing dynamism in intra-Asian economic interactions—especially between ASEAN and China—has probably contributed to the apparent decoupling as well. Strengthened medium-term fundamentals also seem to be at work, especially in the Philippines.
As in the industrial countries, episodes of rising inflationary pressures have contributed to business cycle fluctuations in the ASEAN countries. Such pressures may stem from a combination of external influences (particularly commodity prices), emerging domestic imbalances, and delayed responses from macroeconomic policies. As a result of such forces, the ASEAN group experienced sharp increases in inflation in the mid-1970s and again in the late 1970s, which on both occasions coincided with deteriorating inflation performance in the industrial countries (Figure 2). Since then, inflation has been better controlled except in the Philippines in the mid-1980s and early 1990s. Nevertheless, the region’s recent strong growth performance compared with the industrial countries has also been associated with the emergence of an inflation differential. This suggests that growth may need to slow somewhat to reduce the risk of more serious overheating, which on past experience could be expected to set the scene for a downturn in the business cycle.2
Figure 2. Inflation in ASEAN and Industrial Countries
(In percent change)
Source: World Economic Outlook Database.
ASEAN’s long-term growth performance has resulted in a substantial improvement both in absolute living standards and in the group’s income position relative to the industrial countries, defined in terms of per capita GDP valued at purchasing power parities. Measured in this way, ASEAN’s income level relative to the industrial countries increased from 15 percent in 1970 to 28 percent in 1995. It is projected to increase further to 34 percent in 2000, which would be about twice as high as the projected relative income level in China, and roughly half as much as in the Republic of Korea (Table 2).
Table 2. Relative Income Positions in Purchasing Power Terms
(Per capita GDP in percent of per capita GDP in industrial countries)
Source: World Economic Outlook Database.
In view of the significant degree of catching up by the ASEAN group so far, how rapid can the convergence process be expected to be in the future, how far will it go, and to what extent does it depend on policies pursued by the ASEAN countries? To examine these questions thoroughly would be a major research effort beyond the scope of this paper. However, for a preliminary assessment it is instructive to compare long-term economic trends in ASEAN with the experience of two other countries where productivity levels and income standards have rapidly converged toward those of the United States and Europe.
The experience of Japan and the Republic of Korea can be broadly considered to conform with the conditional convergence model, which views the convergence process not so much from the perspective of the absolute productivity gap relative to the industrial countries, but rather from the perspective of countries’ own long-term steady-state income level.3 This concept cannot be observed directly, but if countries’ long-term growth fundamentals are strong enough, then their long-term steady-state income levels may well match those of the industrial countries. If the long-term growth fundamentals are weak, then their long-term steady-state income level is lower and they will tend to converge only very slowly, if at all. Interestingly, empirical evidence suggests that the speed with which countries tend to close the gap between their initial and long-term steady-state income levels is about 2 percent a year. While this implies that the convergence process is rather slow, it also suggests that when the fundamentals are strong, which arguably was the case in Japan and the Republic of Korea, early evidence of convergence can be interpreted as an indication of considerable long-term potential for further convergence in accordance with the conditional convergence model. Similar reasoning would seem to provide a good basis for speculating about ASEAN’s long-term convergence prospects.
As shown in Figure 3, which is presented in logarithmic scale to help compare the speed of catchup across countries, the ASEAN countries have so far converged at a slightly slower pace than Japan did until the mid-1980s, by which time Japan had substantially closed its gap relative to the average income level in other industrial countries. ASEAN’s average speed of convergence also seems to be slightly slower than that of the Republic of Korea and China. However, as shown in the lower panel of Figure 3, income trends differ somewhat across the ASEAN countries: the Philippines and Indonesia (except in the 1970s) appear to be following somewhat flatter (slower) convergence paths than Malaysia, Thailand, and especially Singapore. Indeed, Singapore has already converged to match living standards in many industrial countries.
Figure 3. Per Capita GDP
(In logarithmic scale; purchasing power parity)
Source: World Economic Outlook Database.
As indicated by the different convergence paths, in the early 1970s both the Republic of Korea and the ASEAN countries lagged behind Japan’s economic development by about 25 years. The Republic of Korea has now reduced that gap to approximately a decade, while the ASEAN group, converging at a slightly slower pace, has narrowed the gap relative to Japan to about two decades. On current trends, if it maintains its current pace of convergence, the average income level in the ASEAN countries will reach the 1995 per capita income level in the Republic of Korea by 2003 and the 1995 per capita income level in Japan by 2010.
What then determines whether the pace of convergence observed so far can be sustained in the future or perhaps even improved upon? Modern growth theory suggests that factors such as the level of education of the labor force, the degree of government intervention and other distortions that affect investment decisions, the intensity of financial repression, and the degree of macroeconomic instability reflected in the rate of inflation and the size of budget deficits have significant effects on a country’s long-run potential and on its rate of growth (see, e.g., Barro and Sala-i-Martin, 1995). The theoretical predictions are supported by a growing body of empirical evidence, which shows that economies with higher levels of education, less distorted investment decisions, less government intervention, and greater macroeconomic stability tend to grow at a faster pace. Openness to foreign trade has long been acknowledged as a key factor in economic development, but recent work has also emphasized the benefits associated with foreign direct investment, in terms of both the pace of technological catchup (see Coe, Helpman, and Hoffmaister, 1994) and the speed of trade integration (see Graham, 1995).
Michael Sarel (Chapter 14 in this volume) points out that both the rate of capital accumulation and the growth in productivity have made significant contributions to the impressive record of the ASEAN countries. Crucial to the rapid capital accumulation has been the doubling of the rate of gross national saving since the early 1970s (Figure 4). This experience mirrors saving trends in Japan and the Republic of Korea, confirming that, while a high saving rate may not be a condition for economic takeoff, it is both a consequence of, and a requirement for, rapid convergence. To sustain the growth process, the ASEAN countries must avoid disincentives to saving and maintain the macroeconomic and structural polices that contribute to steady gains in economic efficiency.
Although the parallels between the ASEAN countries and other strong performers in Asia are quite striking, there are also important differences. One of the most apparent is ASEAN’s greater external openness, as reflected in average trade-in-GDP shares that already are several times higher than those of Japan and match those of the Republic of Korea despite the difference in economic development (see Chapter 13 in this volume for a discussion of the structure of ASEAN’s foreign trade). Singapore’s important role as an entrepôt has raised the average measure of openness, but ASEAN’s trade share is very high, even when Singapore is excluded (Table 3). The high degree of trade integration may help raise overall productivity growth since large parts of the economy will be exposed to the benefits of external competition. It also underscores the need to reduce vulnerability to external shocks by maintaining overall macroeconomic and financial stability.
Table 3. Selected Medium-Term Indicators
Source: World Economic Outlook Database.
Note: Data for 1960–70 do not necessarily cover the entire period.
Since the 1970s, the ASEAN economies have dramatically increased their share in world trade. Despite the increased integration with the world economy, these countries have become more resilient to business cycles in industrial countries, with the forces of catchup dominating the cyclical effects. In 1996, the slowdown in the ASEAN region’s rates coincided with a moderation in activity in many industrial countries. While this could point toward a reduced resilience, the correlation is more apparent than real. Although the fall in the industrial country demand for electronic goods seems to have contributed, the slowdown in activity in the ASEAN region, which varied widely across countries, was largely the result of domestic economic conditions and appropriate policy responses to growing signs of overheating. This underscores the importance of safe-guarding domestic macroeconomic stability and minimizing the risks of inflation. To reduce the vulnerability to sudden changes in investor sentiment, it is important to contain external imbalances and reduce the reliance on capital inflows. There is also a need to further reform and strengthen the financial sector.
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Jeffrey A. Frankel and Shang-Jin Wei
There are two striking pieces of conventional wisdom about the status of regional trading blocs in East Asia. The first is that the only formal regional arrangement in the area, the Association of South East Asian Nations (ASEAN), does not in fact function as an economic bloc. Trade among the members is thought to be very low. The second is that East Asia taken as a whole does, under Japanese direction, function as a trading and investment bloc, and increasingly so over time despite the absence of a formal preferential trading area among these countries. In other words, according to the conventional wisdom, the formal regional trade is not, in reality, a bloc, and the actual bloc is not formally recognized as such. Like much conventional wisdom, this characterization of East Asian trading patterns, although it has some truth in it, is not entirely correct. This paper investigates patterns of trade and direct investment in Southeast Asia, with an eye to these hypotheses regarding blocs.
ASEAN was founded in 1967 for political purposes and was declared a preferential trade area in 1977.1 The preferential trade agreement granted 10-15 percent margins of preference on 71 commodities and industrial projects in 1978. This amounted to little at the time because the most important sectors were exempted from the system of preferences that they were supposed to grant each other (Panagariya, 1994). Between 1985 and 1987, the ASEAN leaders agreed to expand the list covered by the preferential trade agreement and to increase the margin of preferences. However, as recently as 1989, only about 3 percent of goods were eligible for regional preferences.
Talks in January 1992 led to the decision to create the ASEA free trade area (AFTA). AFTA sounded more serious than the earlier attempts, calling for the reduction of tariffs and non tariff barriers in phases from 1993 to 2008. At a meeting in 1994, economic ministers moved the date for full implementation forward to 2003. Unlike the earlier agreements, AFTA is to cover nearly all sectors of intra-ASEAN goods trade, including agriculture, although a number of exclusions for nonprocessed agriculture are still under negotiation and the treatment of nontariff barriers is vague.2 Even if fully implemented, the agreement will allow intra-bloc tariffs of up to 5 percent to continue. Thus, the “free trade area” is really a preferential trading arrangement. Some preliminary work has also been done on cooperation in services and intellectual property, but services are far from liberalized (ITR 5/3/95).
Conventional wisdom holds that trade within ASEAN is relatively low, despite the formal measures taken. But low compared with what? Trade within ASEAN is considered to be low compared with other regions of the world. In one variant of the conventional wisdom, the low share of intra-ASEAN trade is just what one would expect, given the similarity in the factor endowments of the ASEAN countries. De Rosa (1995, p. 28) offers a typical statement of this view:3
By comparison [with their trade with industrialized partners], intra-ASEAN trade accounted for only about 16 percent of ASEAN exports and imports combined. If intra-ASEAN trade involving Singapore is excluded, the extent of intra-ASEAN trade falls to a level lower than that for ASEAN trade with the East Asian [newly industrializing economies] and the developing countries outside Asia…. ASEAN economies are essentially competitive rather than complementary…. This means that ASEAN comparative advantage and greatest gains from trade lie mainly in trade with the major industrial countries … whose relative endowments of physical and human capital, basic labor, and natural resources are different from those of the ASEAN countries.
The assertion that intra-ASEAN trade is unusually low is not clearly accurate, depending on what metric is considered appropriate. Indeed, by some measures, trade among these countries is high, as we shall see. Two firms in Southeast Asian countries are far more likely to trade with each other than two firms at random locations around the globe. Much of this regional concentration can be explained by natural determinants, such as geographic proximity, especially if one allows a special role for Singapore as an entrepôt, and if one allows for the extra trade orientation of ASEAN countries and Asian countries in general. Nevertheless, the conclusion is that intra-ASEAN trade is not lower than would be expected.
The judgment that intra-ASEAN trade is low is based largely on simple trade share statistics. The denominator of the ratio is total trade undertaken by ASEAN countries, and the numerator is the trade that they undertake with each other. As Table 1 shows (Ratio 1), although the regional trade share increased gradually over time from 14 percent in 1980, it was still only about 21 percent in 1994. (Brunei Darussalam is included. If Indochina is also included in the grouping, then the recent increase in trade within Southeast Asia is just slightly greater.) It is indeed true that most of ASEAN trade takes place with countries outside the group.4
Table 1. Intraregional Trade Shares and Intensity Ratios
Note: Let xij denote exports from country i to country j; define z to be the sum of xij, where both i and j are in the trading bloc; define zx to be the sum of xij, where i is in the bloc, zm to be the sum of xij, where j is in the bloc, and w to be the sum of xij for all i, j in the sample. Then
By comparison, the European Union (EU) and the North American Free Trade Agreement (NAFTA) have much higher shares of trade (53 percent and 44 percent, respectively) within the group. However, some free trade areas, such as the Mercado Común del Sur (MERCOSUR) and the Andean Pact, have even lower ratios than ASEAN (19 percent and 10 percent, respectively). One might be tempted to infer from those statistics that free trade areas are likely to be successful only among industrial countries.
The conclusion that free trade areas among developing countries do not fare well would be consistent with the experience of the 1960s, when many regional trading arrangements among poor countries were proclaimed with great fanfare and then came to naught. The history is a story of failure to translate visions into specific plans, of delays in implementation, of rampant sectoral exclusions or escape clauses, and of poor enforcement of nominal agreements.5 But this judgment is not consistent with the experience of the 1990s, when such previously ineffective clubs as the Andean Pact have become much more serious, and new free trade areas, such as MERCOSUR, have been established.
A drawback to the trade share as a measure of intraregional trade concentration can be seen in any table that compares different groupings. The larger the grouping, the higher the intraregional trade ratio. The share is very high for large groupings like the Asia Pacific Economic Cooperation (APEC) group or Western Europe. Is this because APEC has been successful at promoting trade among its members and ASEAN has not? Not necessarily. Rather, it reflects primarily that APEC is a large group of countries, both in the sense of the number of members that belong and in the sense that many of them are quite large trading countries, while ASEAN represents a relatively small group of small countries. It is a necessary property of the intraregional share measure that the larger the set of countries around which one throws the lasso, the higher the apparent concentration of trade within. At the limit, if one throws the lasso around all countries of planet Earth, one would find a ratio of 100 percent. Only after one takes into account APEC’s share of world trade (41 percent) can one consider its intraregional trade to be noteworthy.
The fallacy arises even more often in comparisons across time. The intraregional share of East Asian trade has been rising steadily, from 36 percent in 1980 to 49 percent in 1994 (Frankel, 1996). This increase in trade has often been cited as evidence that Japan is building a trade bloc in East Asia, even without explicit policy steps toward a preferential trading area.6 We shall see that these inferences regarding the speed with which trade is becoming intraregionally concentrated are incorrect.
It is worth noting that levels or shares of intraregional trade are indeed useful for some purposes. Let us say we are interested not in the effects of preferential tariffs and other policy determinants on bilateral trade patterns, but rather in the effects of bilateral trade. Such effects would be of interest, for example, to businesspeople, macroeconomists, and political scientists. Then it would be perfectly appropriate to look at intraregional trade shares.
A businessperson, particularly one in a trade-related industry like shipping, might want to know in what parts of the world bilateral trade is increasing the most rapidly, so that he or she can plan where to invest. For a particular small Southeast Asian economy that depends importantly on the magnitude of its trade links with Japan and the United States, a macroeconomist may wish to know its sensitivity to sudden cyclical fluctuations emanating from these two countries. The old principle that East Asian economies are highly dependent on North American growth is rapidly becoming less true as trade within Asia becomes more important. For that matter, Japan is itself declining in importance as a fourth “growth pole” on the East Asian mainland is gaining.
Intraregional trade may have important political implications as well. Hirschman (1980), in a classic study, pointed out the international influence that arises from trade. In time of political or military conflict, a country may be reluctant to side against a large trade partner. Hirschman made it clear that the trade need not be the outcome of a preferential trading arrangement. “For the political or power implications of trade to exist and to make themselves felt, it is not essential that the state should exercise positive action, i.e., organize and direct trade centrally; the negative right of veto on trade with which every sovereign state is invested is quite sufficient” (pp. 16–17). Thus, to observe that intraregional trade shares for groupings that include such large countries as the United States and Japan will necessarily be large is to observe accurately that the United States and Japan are powerful players. To repeat the central objection to the trade shares, however, they cannot be used to assess whether trade is in any meaningful sense necessarily concentrated or biased toward the United States or Japan, or toward all the members of APEC, beyond what would be expected from the size of these countries.
To obtain a usable measure of regional concentration, we need to adjust the intraregional trade shares by a measure of each group’s importance in world trade. We want to know if a typical member of ASEAN trades more with other members of the group than does a typical country located anywhere in the world. The simplest way to determine this is to divide each intraregional trade share by that region’s share of world trade, as in the measure reported as Ratio 2 in Table 1. We shall call such numbers “intensity” or “concentration” ratios. The intuitive idea is that if bilateral trade takes place in geographic patterns that are simply proportionate to the distribution of countries’ total trade, then the concentration ratio should be close to 1. If trade is concentrated within a given grouping of countries, that grouping should show a ratio in excess of 1.
As Table 1 shows, the intensity ratio is above 1 for ASEAN, as for most groupings. The conclusion is that, on the one hand, trade is geographically concentrated, although less so for the EU and NAFTA. Suddenly, the trading arrangements among developing countries look more effective than those to which industrial countries belong. On the other hand, there is no upward trend in intra-ASEAN or intra-Asian trade intensity. Rather, the large increase in trade among ASEAN countries, or among Asian countries more generally, is fully in line with the large increase in trade undertaken by these countries with the entire world.7 Thus, the standard intraregional trade shares are misleading with respect to both the level of regional trade concentration and its rate of change.
Various economists have observed the recent regional concentration of trade and have drawn varying inferences from it. The key difference in interpretation centers on whether the evident regional concentration in trade should be attributed to the natural factor of geographical proximity or to the artificial factor of preferential trade policy. Two eminent economists, while admitting that existing trade policies must play a role in such statistics, have asserted that the dominant explanation for the high concentration ratios must be geographical proximity (Krugman, 1991; and Summers, 1991).
At the opposite extreme, other eminent economists have dismissed the role of geographical proximity and asserted that the explanation for the observed concentration must therefore be existing discriminatory trading arrangements (Panagariya, 1994). This issue is important, because each of the two camps engages in a line of reasoning that runs from the positive statements, regarding the effect of policy on trade, to normative statements regarding the desirability of regional trading arrangements.8 Fortunately, it is possible to quantify the extent to which intraregional concentration is attributable to proximity, as in the Krugman-Summers view, versus existing preferences, as in Panagariya.
In the following sections, we shall adjust the bilateral trade figures for the effects of geographical proximity and other nonpolicy variables that naturally link countries. In this way, we hope to isolate the effects on trade of preferential trading policies.
The key to detecting and quantifying a possible intraregional trade bias is to establish a “norm” of bilateral trade volume based on economic, geographic, and cultural factors. A useful framework for this purpose is the gravity model.9 Once the norm has been established by the gravity model, a dummy variable can be added to represent when both countries in a given pair belong to the same regional grouping. The coefficient on this “bloc variable” tells us the extent to which trade within the group has been promoted, whether by explicit preferential trading policies or by less formal sociopolitical forces. One can check, in particular, how the level of trade and time trend in ASEAN compares with that in other groupings.
The dependent variable in our gravity estimation reported in this section, denoted Tij, is the bilateral volume of total trade (exports plus imports) between countries i and j. The two most important factors in explaining bilateral trade flows are the geographical distance between the two countries and their economic size. These factors are the essence of the gravity model and are the source of the name, by analogy to the formula for gravitational attraction between two heavenly bodies.
A large part of the apparent bias toward intraregional trade is due to simple geographical proximity. Most obviously, proximity reduces shipping costs; it also reduces other costs associated with time lags (e.g., interest charges, spoilage, and obsolescence) and cultural barriers (e.g., ignorance of foreign customs and tastes). Indeed, as already noted, Krugman (1991) and Summers (1991) assert that most of the observed tendency for countries to trade disproportionately with their intraregional neighbors is due to proximity. Krugman uses this proposition to argue that the three trading blocs are welfare-improving “natural” groupings (as distinct from “unnatural” trading arrangements between distant trading partners, such as Malaysia and the United Kingdom under the old Commonwealth preferences). The argument is that natural intracontinental trade blocs are more likely to be trade-creating than trade-diverting; because transportation and other distance-related costs inhibit trade between continents anyway, there is less trade to be diverted.
Theoretical models and empirical studies alike surprisingly often neglect to take into account distance and transportation costs. Our measure is the log of distance between the two major cities (usually the capital) of the respective countries.10 We also add a dummy variable, ADJACENCY, to indicate when two countries share a common land border.
Entering GDP in product form is empirically well established in bilateral trade regressions and can easily be justified by the modern theory of trade under imperfect competition. Intuitively, one will choose to trade more with a larger country than a smaller country because it offers more variety, and consumers like variety. There are also reasons to believe that GDP per capita (GDPpc) has a positive effect for a given size: as countries become more developed, they tend to specialize more and trade more. An important part of this process is that higher-income countries tend to have lower trade barriers.
A common language can facilitate trade partly because it directly reduces transaction (translation) costs and partly because it enhances exporters’ and importers’ understanding of each other’s culture and legal system, which indirectly promotes trade. To capture this effect, we also include a dummy variable, LANGUAGE, that takes the value of 1 if the country pair in question shares a common language or has a previous colonial connection. We consider nine languages: English, French, German, Spanish, Portuguese, Dutch, Arabic, Chinese, and Japanese.
A representative specification is
The last three explanatory factors are dummy variables. ASEANij is an example of the sort of dummy variable we use when testing the effects of membership in a common regional grouping. It is defined as 1 for a given pair when both countries are members of ASEAN, and 0 otherwise. We use the technique of ordinary least squares (OLS) regression, which is capable of testing the effect of each independent variable while holding constant the effects of the others.
Our base data set covers 63 countries (or 1,953 country pairs) for 1980, 1990, 1992, and 1994. In most cases, results are reported separately year by year because there are enough data to do so, and one wants to see how the coefficients change over time. The sources are the United Nations trade matrix for 1980 and the International Monetary Fund’s Direction of Trade Statistics for 1990, 1992, and 1994.
Table 2 shows ASEAN, alone in the world among the six contemporary free trade areas tested, as having a statistically significant, apparent intraregional bias in every year tested, 1965 through 1992.11 The coefficient estimate in 1992 is 1.8, which also happens to be close to the mean, median, and mode of the yearly estimates. The implication is that two ASEAN countries trade six times more than two otherwise similar countries. (Because trade is expressed in logs, one must take the exponential of the coefficient: [exp(1.8) = 6].) It is in this sense that intra-ASEAN trade can be said to be high, rather than low.
Table 2. Gravity Model of Trade
(Dependent variable: ln (Tij))
Note: All variables except dummy variables are in logs; *, **, and # denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
We know that Singapore plays an entrepôt role: its imports and exports are more than 100 percent of GDP. The island nation accounts for almost half of intra-ASEAN trade. It is possible that the apparent intra-ASEAN bias is partly or wholly a reflection of the extreme openness of Singapore. To examine this, we have elsewhere tried adding a dummy to the regression that represents any bilateral trade involving Singapore. The Singapore dummy does indeed have a positive and very significant coefficient, 1.51. The coefficient on the dummy ASEAN is reduced to 1.40, but remains quantitatively large and statistically significant. This suggests that Singapore’s extreme openness does not explain all of the apparent inward bias among the ASEAN countries.
The effect in each year is reduced a little more if one allows for the fact that the entire group of ASEAN countries, and not just Singapore, is more open than are typical countries at the same stage of development. This is accomplished by adding a dummy variable representing observations where either of the two partners is a member of ASEAN (or likewise with any other grouping). A positive coefficient indicates openness.
ASEAN is indeed open. Part of what appeared to be a proclivity to trade with other ASEAN members was really a proclivity to trade with everyone. But, again, some intra-ASEAN trade remains unexplained. The bloc coefficient is still in every year highly significant statistically, equaling 1.1 in 1992. These findings—that ASEAN countries are significantly more open than predicted by the gravity determinants, but that allowing for this openness reduces the strong estimated bloc effect by only a little—are confirmed in other tests as well. When the data from 1970 to 1992 are pooled, the ASEAN coefficient is 2.0, or 1.3 when allowing for ASEAN openness (Frankel and Wei, forthcoming, Table 1).
Allowing for a trend in the coefficient shows no evidence of upward or downward changes over time. If we wish to test the effect of the establishment of a regional trading arrangement on the change in trade, there is no one clear date on which to focus. As already noted, ASEAN negotiated a preferential trading arrangement with in its membership in 1977, but serious progress in removing barriers did not get under way until 1987. It was not until January 1992 that the members proclaimed plans for implementing an ASEAN free trade area by reducing tariffs and nontariff barriers in phases. Thus, we choose 1992 as the key date. A test of the change in intra-ASEAN trade between 1990 and 1992 shows an insignificant point estimate of 0.2. Thus, one cannot attribute the regional concentration, which shows up in the trade numbers of this period, to the agreements proclaimed in 1987 or 1992.
The estimated effect of ASEAN on trade among its members can, however, change radically depending on what other bloc effects are being tested at the same time. When we test for an East Asian bloc effect simultaneously with an ASEAN effect, the latter disappears completely. If one is interested solely in formal regional arrangements, then one can accept at face value the first results reported here, that is, the strong bloc effects for ASEAN. If one considers the larger, less formal blocs to be on an equal footing a priori, then one will want to accept the verdict of the data that ASEAN has no independent effect: Southeast Asian countries trade a lot with each other simply as an example of the phenomenon that Asian countries trade a lot with each other, not out of any special ASEAN effect.
Wang and Winters (1991) in gravity tests found the ASEAN dummy to reflect one of the most significant trading areas in the world. They did not include a broader dummy variable for intra-Asian trade (or for the extra openness of East Asian countries in general, or of Singapore in particular). Thus, their results are consistent with ours.
Continuing the process that began with ASEAN, we consider a sequence of nested candidates for trading blocs in the Pacific.12 The significance of a given bloc effect turns out to depend on what other blocs are tested at the same time. One way to draw the boundaries is to include all the countries with eastern coasts on the Pacific, which includes Australia and New Zealand along with East Asia. We call this grouping “Asia-Pacific.” Its coefficient and significance level are both higher than the East Asia dummy. When we broaden the bloc search and test for an effect of APEC, which includes the United States and Canada, it is highly significant. The significance of the Asia-Pacific dummy completely disappears. The East Asia dummy remains significant, although at a lower level than the initial results that did not consider any wider Pacific groupings.
Let us pause to summarize our results so far. When one takes into account the size of the economies, intraregional trade is high, as much within ASEAN as within East Asia more broadly. The same is true when one takes into account the proximity of the countries. These bloc effects could be due either to formal preferential trading arrangements, that is, the effects of ASEAN, or to informal factors, such as links among Chinese businesspeople. The rate of increase of trade within ASEAN or within East Asia, however, can be entirely explained by the rapid growth of the countries. There is nothing left over to attribute to a bloc that is intensifying over time. Since ASEAN preferences were not operational at the beginning of the sample period, the evidence tends to point more to the informal social forces than to the formal policy measures.
The coefficient on the openness dummy tells how much members of a group trade with other countries in general (regardless of whether they are in the same group). Thus, it reflects the extent to which tariff and non tariff barriers have been removed, as well perhaps as nonpolicy influences on the propensity to trade (excluding, of course, income and the geographical variables for which we control), compared with other countries. If this variable is negative, the members of the group in question trade less with the rest of the world than would be predicted, perhaps because the preferential trade area among them (if there is one) has diverted trade.
After adjustment for income levels, East Asian groupings show up as the most open to trade with the rest of the world. ASEAN shows little or no evidence of trade diversion. To the contrary, given their stage of development, the ASEAN countries consistently show a higher level of openness than other countries in the sample (Wei and Frankel, forthcoming). If 1990 is taken as the key date for ASEAN, the estimated effect on the change in trade with nonmembers is also positive; the same openness is revealed for the broader grouping of East Asia. As already noted, allowing for openness changes the estimates of the bloc effects quantitatively, but not qualitatively.
To focus on Southeast Asia, we now add several countries to the base data set used in earlier studies: Brunei Darussalam (a member of ASEAN since 1984), Cambodia, the Lao People’s Democratic Republic, Myanmar, and Vietnam.13 (Trade data for Brunei Darussalam, the Indochinese countries, and Myanmar come from the IMF country desks.) Unfortunately, data for the three Indochinese countries and Myanmar are not available before 1990.
Table 3 is the first to include Brunei Darussalam in the definition of ASEAN, for the period 1980-94. The other major respect in which the results from here on differ from those reported in Table 2 is that the income of the importing country, j, is allowed to have a different coefficient from the income of the exporting country, i. This, in turn, requires that the dependent variable be defined as the log of exports from i to j. The estimates for the gravity variables are generally similar to what they were before, although the variables ADJACENCY and LANGUAGE have lost their ability to explain bilateral trade in the 1980 regression. As before, the ASEAN bloc is highly significant in 1980, with a small downward trend subsequently. The magnitude of the bloc effect is in each year somewhat smaller than it was without Brunei Darussalam. (Among the other regional groupings, the EU and NAFTA have gained significance, while MERCOSUR has lost some.)
Table 3. Gravity Model, with Brunei Darussalam, Indochina, and Myanmar in the Data Set
(Dependent variable: ln (exportij))
Note: **, *, and # denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
Table 4 adds dummy variables for openness of the various regions with respect to imports and exports, as well as special dummy variables for Singapore’s openness. The Singapore effect is very strong in magnitude, significance, and consistency (although the effect has declined slightly ewer the past 15 years). In 1990, Singapore imported five times as much as a typical country of its size and other characteristics and exported six times as much [exp(1.60) = 4.94 and exp(1.75) = 5.75]. The openness of the other ASEAN countries is no longer strong enough in most years to be statistically significant. As before, the presence of the openness terms (in particular, for Singapore) reduces the significance of the regional bloc effect. In this table, this actually means that the ASEAN bloc loses significance during 1990-94. One possibility is that adding Brunei Darussalam to the set affects the results. As a predominantly oil-exporting country, it naturally trades more with countries outside its region than does a typical country, which would tend to reduce the apparent tendency toward intragroup trade.14
Table 4. Gravity Model with Openness of Regions
(Dependent variable: ln (exportij))
Note: **, *, and # denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
We have also tried adding a new variable to measure the remoteness of the exporter and the importer from the world at large. It is computed as the weighted-average distance from trading partners, a variable separate from bilateral distance. (The weights are incomes.) The idea is that remote countries such as Australia and New Zealand will trade more with partners at a given closeness. The remoteness variable itself is not successful here. It does, however, increase the significance level of the ASEAN bloc effect.
We have seen that the level of intragroup trade bias and the trend can be very different. Intra-ASEAN trade is high, adjusting for some factors, but is, if anything, declining over time. If we wish to test the change over time explicitly, it is best to do so by taking first differences of the equation. The price is that such unchanging variables as proximity, common borders, and common languages will be lost. The results will appear to be less precise.
In Table 5 we focus on the countries of Indochina, plus Myanmar, for 1990-94. (The data are not available for 1980.) These countries have largely been cut off from trade with market economies for the past twenty years, but are now beginning to reintegrate themselves with the world economy, with Vietnam in the lead. An important component of this process is the reestablishment of relations with their southeastern neighbors. Vietnam became a member of ASEAN in 1995. Cambodia, the Lao People’s Democratic Republic, and Myanmar may join as early as 1997.
Table 5. Gravity Model with Indochina Variables
(Dependent variable: ln (exportij))
Note: **, *, and # denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
As one would expect, these countries still show an extreme negative effect for openness.15 As of 1992, their tendency to import was less than 8 percent that of other countries [exp(-2.58) = 0.076], even adjusting (as always) for their levels of income, among other factors. Their tendency to export was even lower, only 6 percent that of other countries [exp(-2.76) = 0.063]. By 1994, some opening had become evident, especially on the export side. Indochina and Myanmar now have an estimated tendency to import that is 12 percent that of other countries [exp(-2.06) = 0.127]. Their tendency to export is 14 percent that of others [exp(-1.99) = 0.136].
There is still enormous room for liberalization. If these formerly autarchic countries restore normal trade relations with the rest of the world over the coming decade, the gravity model predicts that their trade will grow sevenfold from 1994 levels. In addition, their trade will grow in proportion to their incomes. If they grow more rapidly than the worldwide average, their trade levels will grow correspondingly more rapidly.
The gravity model can estimate what projected growth rates will do to Indochinese trade. This requires plausible estimates of growth rates in Indochina as well as in the rest of the world. Vietnam has been growing at about 8 percent a year, about 6 percent a year above the world average, and is forecast to continue to do so.16 The same is true of Thailand (and several other ASEAN countries). In our gravity model estimates that include per capita GDP in the equation, it appears that for every 1 percent increase in a country’s rate of growth of per capita income, relative to the world average, its trade with each partner also grows about 1 percent faster. It follows that Vietnam’s total trade is expected to grow about 6 percent a year faster than the worldwide average (which is about 4 percent a year), and its trade with Thailand to grow about 12 percent a year faster. This is on top of the sevenfold increase predicted for the period during which Vietnam becomes integrated with the world economy. Needless to say, these projections are rough and need to be refined. This is a possible subject for future research.
The term labeled ASIND bloc in Table 5 estimates the effect of a dummy variable for trade within the group that includes Indochina and Myanmar along with the six original ASEAN members. In other words, it tests for a concentration of trade within the group that is scheduled to constitute ASEAN in the year 2000. Its effect is estimated to be positive in all three years, 1990, 1992, and 1994, but is not statistically significant. At the same time, we include a variable for the original ASEAN members. Its point estimate is negative, but again not statistically significant. At this point, we have 26 dummy variables (not counting LANGUAGE and ADJACENCY). Singapore, for example, is counted six times (ASEAN bloc, ASIND bloc, ASEAN export openness, ASEAN import openness, SGP export openness, and SGP import openness), even with-out the East Asia grouping. With this many parameters estimated at once, the reliability of each is diminished.
Finally, we consider the role of Australia and New Zealand in the region. These two countries underwent thorough liberalization programs in the 1980s. In 1983, the Australia-New Zealand Closer Economic Relations Trade Agreement (ANZCERTA) superseded and expanded a previous accord, to cover all trade: nontariff barriers, subsidies, countervailing duties, antidumping, and government procurement. A 1988 accord expanded this agreement to encompass the use of national treatment for trade in most services between the two countries. The agreement was again slightly expanded in 1992. Thus, it is the deepest integration agreement in the Pacific (World Trade Organization, 1995). Talks were held in March 1995 to discuss closer links between ASEAN countries and ANZCERTA. It has been argued that such links would attract investment to ASEAN and would prod AFTA trade liberalization (Jaggi 1995; Financial Times, July 27, 1995 and December 15, 1995).
Table 6 focuses on the role of the two antipodean countries. As in earlier estimates, they show up as relatively open, particularly on the export side. In earlier results, they were found to trade even more with each other than with third countries, a strong bilateral effect attributable to ANZCERTA. In Table 6, that bloc effect is somewhat diminished, in both magnitude and statistical significance. The reason is plain to see. The equation also includes a dummy variable, ASANZ, for trade within a grouping comprising ASEAN, with Brunei Darussalam, and Australia and New Zealand. The effect of this bloc is very strong, in level as well as in statistical significance. As was true of the East Asia bloc (and, to a lesser extent, the ASEAN-Indochina grouping), the bloc effect for ASEAN seems to lose its significance when the equation simultaneously tests for large groupings in which the ASEAN countries are included.
Table 6. Gravity Model Including ASEAN-ANZ Trade Links
(Dependent variable: In (exportij))
Note: **, *, and * denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
As already noted, it is natural that the estimates of the bloc effects vary, depending on what groupings are included in the equation. But how should one ultimately interpret the results? On the one hand, if one is interested in testing the hypothesis that formal regional trading arrangements affect trade, then one should focus on the ASEAN (and ANZCERTA) results and ignore equations that feature larger groupings of countries that do not coincide with existing regional trading arrangements. On the other hand, one is also often interested in knowing the strength of trade links between, for example, Southeast Asia and Australia and New Zealand. Looking at the simple magnitude of trade flows or at trade shares is not very useful. Adjusting for such factors as size and proximity produces more informative measures of trade links. The gravity results for these ad hoc groupings are perhaps best viewed as sophisticated versions of descriptive statistics.
Total net foreign direct investment (FDI) into East Asian developing countries has been estimated at $43 billion in 1994.17 It has doubled every two years since 1987 and has risen more than 32-fold since 1970 (admittedly, in terms of current dollars). Accounts of the bloc that is said to be evolving in Southeast Asia, or all of East Asia, tend to emphasize FDI almost as much as they emphasize trade. Thus, we devote a substantial portion of this paper to the subject.18
The view of FDI as another form of international investment flowing from capital-rich countries to capital-poor countries has an obvious appeal in the case of Southeast Asia. The mainstream view, however, is that FDI is very different from portfolio investment, which is driven by macroeconomic considerations such as interest rates and exchange rates.19 The mainstream view borrows, rather, from the industrial organization literature, emphasizing that FDI is undertaken by large monopolistic corporations that have a special advantage in technology, management skills, or brand name, and that it goes into host countries that have the attractions of either cheap inputs or a large market that is removed from the rest of the world by either transportation costs or trade barriers.20
Until the 1980s, the United States was the dominant investor in Southeast Asia, and the mainstream view seemed to fit well. Early in the postwar period, the Philippines was the dominant destination, and selling into the local market was the dominant motivation. U.S. FDI increased rapidly in the 1970s, especially in Indonesia (much of it in the oil sector), but also in Singapore (where Americans were attracted by the liberalization of the economy). By 1988, Singapore was said to be the location of more than one-fourth of U.S. FDI in Asian manufacturing, particularly in electronics. Investment in Malaysia went specifically into semiconductors, which have increasingly begun to be sold elsewhere in Asia (Encarnation, 1992).
Japanese FDI has received much attention in the past ten years and is the focus of much of the speculation regarding a yen bloc in East Asia centered on Tokyo. While the Japanese data are subject to measurement problems, some major trends are evident.21
In the aftermath of World War II, Japanese investment was small and (in Asia) concentrated in the extraction of natural resources, particularly in Indonesia. Substantial Japanese investment dates from 1972, when the Japanese government removed controls on outward investment. One contributing factor was the beginning of U.S. irritation with Japan’s balance of payments surpluses. FDI could be expected to reduce the overall balance of payments surplus immediately and perhaps the trade balance subsequently. Direct investment in Asian manufacturing was heavy in the textiles and electronics sectors, with most of the output being exported. By the late 1970s, more Japanese FDI than U.S. FDI was going into East Asia.
The first wave of yen bloc theories matched the big wave of Japanese FDI in the 1980s. Rapid growth in the host countries was a major attraction in Southeast Asia. The very sharp appreciation of the yen against the dollar in 1985-87, and the subsequent bubble in the prices of land and equity in Japan, encouraged many Japanese corporations to locate some operations offshore. Environmental concerns led some polluting industries to relocate.22
While manufacturing received the most attention, Japanese investment in the commercial-financial sector was considerably greater in the 1980s than in manufacturing (worldwide). Investment in real estate was also large, while the share of investment in the primary sector, like that in manufacturing, fell off sharply from the high levels of the 1950s-1970s.
Hong Kong,23 Singapore, Thailand, and Malaysia joined Indonesia as the leading Asian destinations of Japanese FDI in the 1980s, as did China in the early 1990s.24 Since much of Japan’s FDI went to East and Southeast Asia, it is deemed an important component of the yen bloc hypothesis. Around 1987, the stock of Japanese FDI in East Asia surpassed the stock of U.S. FDI there. During 1987-91, Japanese FDI constituted 96 percent of total FDI into Indonesia, 26 percent of FDI into Malaysia, 33 percent into the Philippines, 21 percent into Singapore, and 51 percent into Thailand. Graham and Anzai (1994) point out that Japanese FDI makes up a high percentage of total FDI only in countries where FDI does not make up a high percentage of total fixed investment. For this reason, Japanese FDI is, in all countries, less than 10 percent of gross domestic capital formation.
The share of mining in Japan’s Asian FDI is much lower than in the past, with manufacturing, commerce, and finance constituting the major categories. Within manufacturing, textiles constituted fully one-third in the 1950s and 1960s, but are now down to 7 percent. Electrical goods have risen to 27 percent, followed by chemicals, metals, machinery, transport, and foodstuffs. Within electrical goods, the greatest shares were going to Malaysia and Thailand by 1990, representing very strong growth relative to ten years previously.25
Labor costs are undoubtedly the greatest single factor behind Japanese FDI in Southeast Asia. In 1989, the ASEAN Promotion Center on Trade in Tokyo surveyed a large number of firms. Of those that had already invested in Southeast Asia, 61.2 percent cited low-cost labor as the major reason. The second-most-cited reason (40.1 percent) was access to the local market, which includes tariff jumping. Of those firms contemplating investing in Southeast Asia, exporting back to Japan was the number two reason (36.8 percent), after low-cost labor (58.8 percent); these two reasons are of course entirely consistent (Tokunaga, 1992).
Another motive, relevant in such sectors as textiles and consumer electronics, has been quantitative restrictions on imports into the United States, as companies in Japan (or Hong Kong or Taiwan Province of China) switch production to Southeast Asian countries that are not yet constrained by their quotas. Other relevant factors within the host countries include local tax breaks and subsidies, infrastructure, macroeconomic and political stability, and growth rates.
Japanese FDI fell off in 1990-92 (although by less in Asia than in the rest of the world). Several macroeconomic explanations were evident: monetary policy tightened, Japan went into recession, corporate and bank balance sheets were ravaged by the decline in stock and land prices, and the appreciation of the yen eased slightly.26 In 1991 the ratio of the accumulated Japanese FDI stock in East Asia to the U.S. stock reached its peak, at 1.75.
The decline in Japanese FDI flows leveled off in 1993, however. Japanese multinationals began a renewed expansion in 1994, especially in Southeast Asia and China, where their investments were up 52 percent, responding in part to a renewed appreciation of the yen to unprecedented heights. Thus, the yen bloc hypothesis stays alive.
As noted earlier, the growth of Japanese trade with Southeast Asia, which appears to be extremely rapid, can be entirely explained by the rapid economic growth of Japan (until the 1990s) and of the other Asian countries. It turns out that this is also true of Japanese FDI. While a full analysis should await an application of the gravity model, a simple calculation illustrates the point. If one scales by the host region’s size in world trade, one finds that Japan’s investment in East Asia and Australia is almost exactly in proportion to their size. There is no evidence of regional bias. Japan’s direct investment in the United States and Canada, in contrast, is more than twice what one would expect from their share of world trade. Japan’s investment in Europe is about half the continent’s share of trade. As with trade, there is far stronger evidence of a Pacific-wide bloc that includes North America than of an exclusive East Asian bloc.27
Although the United States and Japan used to dominate FDI in Southeast Asia overwhelmingly (together with some European investment), the pattern has changed recently. The East Asian newly industrializing economies have become major investors in the region. Companies have responded to rising wages and appreciating currencies at home by setting up manufacturing operations in neighboring countries with lower labor costs. In the Republic of Korea and Taiwan Province of China, the rising demand for domestic goods and labor, which the government had for a time succeeded in damming up, burst out in the late 1980s in the form of real currency appreciation and real wage increases (especially in 1987-88). The impetus for FDI followed.
We have already listed political instability as a concern to foreign investors. This is of particular relevance in the case of investment coming from Hong Kong, given the uncertainties surrounding the economic policy environment that will prevail after the territory reverts to Chinese control on July 1, 1997.
During 1985-91, Taiwan Province of China’s new direct investment in ASEAN was almost as great (18 percent of the total inflow) as Japan’s(21 percent). Adding in either the Republic of Korea (5 percent), Hong Kong (6 percent), or Singapore (5 percent) easily puts the newly industrializing economies ahead of Japan (let alone Europe at 14 percent or the United States at 7 percent).
Already, investors in the newly industrializing economies have run into rising labor costs in ASEAN countries, particularly Malaysia and Thailand, and are looking to still-cheaper China or Indochina. Over-loaded infrastructure is said to be another factor pushing multinationals to move on. In 1992, Taiwan Province of China companies’ investment in Indonesia, Malaysia, Singapore, and Thailand declined sharply. They are said to be turning to Vietnam, and the Koreans to Myanmar. Both, along with Hong Kong, are also investing heavily in China.
Taking the cycle to the next stage, these four ASEAN countries are themselves beginning to invest in China and Vietnam, much as the newly industrializing economies began investing in them a decade ago, and Japan in the newly industrializing economies two decades ago. It has been reported that 10-15 percent of foreign investment in China is coming from ASEAN.28
Some readers of our earlier work have responded to our finding of no trend toward an Asia bloc in trade by suggesting that there has been a strong trend toward such a bloc in FDI and that this will show up in trade with a lag. We evaluate this effect in the next subsection.
There is certainly a long tradition of connecting FDI with trade. FDI can lead to (1) higher exports from the source country to the host, especially when the investment is in the retail sector or when the subsidiary has a relative proclivity to import intermediate inputs from the mother country; (2) lower exports from the source country to the host when the aim of the investment is to circumvent trade barriers, so that sales within the host market substitute for shipments from the source country; and (3) higher imports into the source country from the host country, especially when the motive for the FDI is cheap labor in manufacturing or raw materials in extractive industries.29 The experience of U.S. multinationals has been extensively studied; the usual finding is that U.S. FDI abroad leads to increased U.S. exports and an improved U.S. trade balance.
Kojima (1985) claims that Japanese FDI is more trade oriented than U.S. FDI. Part of the theory is that the Japanese corporations doing the investing are smaller and more competitive than the U.S. multinationals. This is the opposite of the Dunning-Hymer-Kindleberger theory of FDI in general, and the opposite of the popular American conception of “Japan Inc.,” in particular.30 Kojima’s characterization does seem to fit some industries, such as electrical machinery, one of the two largest manufacturing sectors for FDI. Japanese companies in this sector report that over two-thirds of the sales of their affiliates are exports (to various destinations). This pattern is not entirely typical, however. The transportation machinery sector (chiefly autos and trucks) is at the other extreme: only 20 percent of affiliates’ sales were exports (Graham and Anzai,1994). Urata (1993), Bergsten and Noland (1993), and Encarnation (1992) argue that Japanese affiliates in East Asia are on the whole less export oriented than American affiliates there.
Another issue is whether Japanese affiliates are more prone than those of other countries to import intermediate inputs from the source country. Kreinen (1987), in a study of affiliates in Australia, claims that they are. Others respond that the tendency to import inputs from the mother country is simply an attribute of recent FDI and that Japanese investment in the Asia-Pacific is recent.31
The claim that there has been a trend toward an FDI bloc in East Asia and that this can be expected to show up in trade patterns with a lag is well worth investigating. It can be broken into its two constituent propositions: a regionalization of FDI in East Asia and an effect of FDI on bilateral trade. We consider each of these propositions in turn, beginning with the latter.
Thus, in this section, we add bilateral FDI as a variable to explain bilateral trade in the gravity equation. Before doing so, we must acknowledge two serious problems. First is the likely endogeneity of FDI. We address this problem, in a preliminary way, by putting only the lagged cumulative stock of bilateral FDI on the right-hand side of the equation. The idea is that this variable is predetermined, although in a cross sectional study that is not a complete solution. Later, we will address the endogeneity of FDI more fully.
Second is the problem of data. We have already noted the poor quality of the Japanese data, which at least have the virtue of being available. For most pairs of countries, data are simply unavailable. There is no multilaterally gathered universal data bank for bilateral FDI as there is for bilateral trade. Most empirical studies focus on a few key investors. There are comparisons of U.S. FDI by partner, of Japanese FDI by partner, and of U.S. versus Japanese FDI into East Asian countries. But there are no multilateral studies, so far as we are aware.
We have what we think may be the most extensive collection of FDI data among pairs of countries. Most important, for present purposes, it includes not just FDI into ASEAN by the United States, Japan, and European countries, but also FDI by the Republic of Korea and Taiwan Province of China. It also includes FDI undertaken by Thailand, which, unfortunately, is the only Southeast Asian country on which we have data as a source of bilateral FDI going into other ASEAN countries. All the major East Asian countries are included as destinations. (Table 7 lists countries for which data are available.)
Table 7. Countries in the Sample for FDI
Source: Organization for Economic Cooperation and Development.
Notes: All countries are in the trade regressions. Among the source countries, those denoted by an “o” only have data on FDI going into the Lao People’s Democratic Republic, Myanmar, or Vietnam.
Here we focus on the impact of FDI on exports from the source country to the host country. In the future, we hope to look at possible effects of imports entering the source country. Because we are forced to drop all observations for which the FDI data are missing, we must drop the observations on exports from ASEAN countries (except Thailand) to other ASEAN countries.
In Wei and Frankel (forthcoming, Table 4), we looked at the effect of the 1990 stock of bilateral FDI on bilateral 1992 exports. Some important changes in the gravity estimates come about simply from the reduction in sample size (to 347) brought about by discarding observations without FDI data. While the GDP, distance, and adjacency terms are similar, the estimated effect of language falls somewhat, and the coefficient of the exporting country’s GDP per capita becomes negative, although insignificant. The East Asian bloc effect becomes insignificant (although the APEC bloc effect remains, as do the blocs in the Americas and Europe). But East Asia remains by far the most open of the major parts of the world.
The stock of FDI has a positive effect on exports. The effect is extremely high in significance (t-ratios of 7 or 8) and in magnitude (between 0.14 and 0.17, depending on whether one controls for the openness of the East Asian countries and the other groupings). Each 1 percent addition to the stock of investments in a country leads to an increase in exports to that country of about 0.17 percent. There is little change in the other coefficients, except that the coefficient on the GDP per capita of the exporting country now becomes a highly significant negative number (-0.52 to -0.53). The addition of the FDI variable does nothing whatsoever to perk up the East Asia bloc effect (although it does cause a big increase in the Western Hemisphere bloc effect).
Now in Table 8, we extend the tests to 1990 and 1994 and focus on the narrowly defined, or formal, regional trading arrangements rather than the broader grouping. The key point is that the effect of the stock of FDI is again highly significant statistically, estimated at 0.09, 0.07, and 0.19, respectively. It appears, again, that FDI helps promote exports from the source country to the destination country.
Table 8. Bilateral FDI as a Determinant of Trade
(Dependent variable: In (exportij))
Note: **, *, and # denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
1 In the 1994 regression, the stock of FDI in 1992 (the latest available) is used.
The results for the gravity variables are similar, as before, although the coefficient on adjacency loses some significance, while that on common language loses all significance, probably because of high multi-collinearity with FDI. (Income per capita is omitted from these results.) Alone among the blocs, ANZCERTA remains highly significant. We do not have enough data on intra-ASEAN investment for a true test of an ASEAN bloc effect. The coefficient on Thai exports to the rest of ASEAN in 1990 is positive, but not significant.
Table 9 adds openness of the various groupings as explanatory variables. ASEAN still appears open to foreign products, even holding constant for the large amount of FDI it has been receiving. Some of the other coefficients diminish in size and significance, such as language and the Thai-ASEAN bloc effect.
Table 9. Bilateral FDI and Openness as Determinants of Trade
(Dependent variable: ln (exportij))
Note: **, *, and # denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
Table 10 adds, in addition to the usual openness variables, a dummy variable for the openness of Indochina (including Myanmar). Indochina still has a high negative openness coefficient. More surprisingly, the coefficient for Thai exports to other ASEAN countries has now turned significantly negative. (We did not include a dummy variable for Thai ex-ports to Indochina in addition to the members of ASEAN.) Table 11 adds a dummy variable for the ASEAN-ANZCERTA bloc, denoted ASANZ as before. Its coefficient is positive, but not significant.
Table 10. FDI and Openness as Determinants of Trade with Indochina—ASEAN Links
(Dependent variable: ln (exportij))
Note: **, *, and # denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
1 In the 1994 regression, the stock of FDI in 1992 (the latest available) is used.
Thus, FDI has a clear effect on exports throughout that appears to undermine some of the other effects, such as the common language variable and the ASEAN and ANZCERTA bloc effects. Even if one takes the equation at face value, there are insufficient data to pinpoint the effects of specific regional groupings. But one must also worry that bilateral FDI may be endogenous, that it is determined by the same factors that determine bilateral trade, and that it is improperly usurping some of their role in these tests. We now turn to the determination of FDI.
We now estimate a gravity model of the determination of FDI, analogous to the standard one for trade.32 The results presented here are meant to be only a start and omit many of the possible determinants that have been identified in the literature on FDI. Nevertheless, the gravity framework has its attractions, notably a much larger number of observations than in the typical study of FDI.
To the extent that the motive for FDI is to sell into the local market, one might expect distance and transport costs to have, if anything, a positive effect on FDI, thus reversing a key plank of the gravity model. How-ever, to the extent that the motive is exporting back to the source country, distance should have a negative effect, just as it does for trade. The same is true if distance matters because it breeds unfamiliarity with local culture.33
Table 12 is the baseline gravity model of bilateral FDI. The coefficient on distance is even more significant and negative than it is in the gravity model of trade. Similarly, the coefficient on language (which also includes former colonial links) is extremely high and significant. In 1992, the existence of linguistic links raised the stock of FDI about nine fold [exp(2.24) = 9.4]. In this light, it is not surprising that the addition of FDI to the trade equation in the previous section deprived the language variable of its statistical significance. The coefficients on GDP are also highly significant. But one knows that there is probably a bad misspecification in the equation in this regard. We have not yet included terms for GDP per capita, which would capture the fact that rich countries tend to be the source of FDI.
Table 11. FDI and Openness as Determinants of Trade with ASEAN - ANZCERTA Links
(Dependent variable: ln (exportij))
Note: **, *, and # denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
1 In the 1994 regression, the stock of FDI in 1992 (the latest available) is used.
Table 12. Determinants of Bilateral FDI
(Dependent variable: ln (FDI stockij))
Note: ** and * denote significance at the 99 percent and 95 percent levels, respectively.
The effects for ANZCERTA and the other blocs are high in magnitude and significance. But for present purposes we are most interested in intra-ASEAN investment. Unlike the other bloc effects, the Thai-ASEAN link in 1990 was a large and statistically significant negative number. Reports of important inter-ASEAN FDI tend to be more recent than 1990. The lack of data on FDI by other countries in the region, or even on Thai FDI after 1990, seriously limits this investigation.
Table 13 introduces dummy variables to capture the openness to FDI of various groupings. ASEAN is particularly welcoming to “imports” of FDI, as are ANZCERTA, NAFTA, and MERCOSUR. Major sources of FDI, even after taking into account their size, are North America, the two European groups, and ANZCERTA. Thailand also has a positive propensity to export FDI, although it is only marginally significant. But the coefficient on Thailand’s FDI in the rest of ASEAN remains very negative, as before. The results are similar when allowing for the level of openness to FDI in Indochina—or the lack thereof (Table 14). There is also no support for an FDI bloc among ASEAN, Australia, and New-Zealand (Table 15).
Table 13. Determination of FDI, with Openness
(Dependent variable: ln (FDI stockij))
Note: **, *, and # denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
Table 14. Determination of FDI, with Openness, Including Indochina
(Dependent variable: ln (FDI stockij))
Note: **, *, and # denote significance at the 99 percent, 95 percent, and 90 percent levels, respectively.
Table 15. Determination of FDI, with Openness and ASEAN-ANZ Links
(Dependent variable: ln (FDI stockij))
Note: **, *, and # denote significance at the 99 percent. 95 percent, and 90 percent levels, respectively.
To sum up the results on the determination of bilateral FDI, they seem to be similar to the determinants of bilateral trade, which explains the effect that lagged FDI had in the earlier trade equations in the preceding section. Without more data, we cannot yet draw many more conclusions.
Three extensions are required, in increasing order of complexity. We have not yet used the gravity model to test whether Japan (or the United States) has an extra propensity to invest in ASEAN beyond what would be predicted by, among other indicators, incomes. Nor have we tested whether ASEAN countries’ exports are more sensitive to inward FDI from Japan or from the United States.
We have not yet estimated a complete system consisting of bilateral export equations and bilateral FDI equations side by side. That trade and FDI seem to depend on the same set of variables is not a problem until we start to worry about simultaneous causality between the two.34 We think that the stock of FDI influences trade, and yet the stock of FDI is endogenous. To estimate the simultaneous relationship, we need an instrumental variable. The one we have come up with is a dummy variable representing the existence of an investment tax treaty between two countries. This variable is a significant determinant of bilateral investment and yet, we hope, is uncorrelated with the nongravity determinants. Although have had some success with this variable,35 we have not yet applied the instrumental variables technique to the question of ASEAN per se.
High priority also goes to including per capita incomes in the equation.36 The next step would be to include factor endowments or perhaps wage rates. We have tried entering international differences in factor endowments (ratios of capital to labor and of land to labor and schooling levels) as determinants of bilateral trade in the gravity model. This was not very successful. The tendency for rich countries to engage in more trade than poor countries is far more powerful in the data than any tendency for capital-rich countries to trade with capital-poor countries. This supports the predictions of the modern model of trade in imperfect substitutes, as found by Helpman and Krugman, versus the classical theory of factor-endowment trade of Heckscher and Ohlin (1991). The model of FDI as exploiting cheap inputs—unskilled labor and natural resources—seems particularly relevant to Southeast Asia. Perhaps differences in factor endowments would determine FDI better than they seem to determine trade.37
One might expect that, eventually, the flow of capital (human as well as nonhuman) from rich to poor would equalize capital-labor ratios and thus equalize income levels. (The same would be true of trade, under the Heckscher-Ohlin theory, if the same production technology applied everywhere. But it does not, and FDI is probably a more rapid conduit of technology transfer than is trade.) The equalization would of course take a very long time. But, in any case, two types of shorter-term cycle are driving FDI in Southeast Asia for the time being.
The first is the product cycle (Vernon, 1966). Innovation in the United States yields a new product, say, semiconductors. Initially, it is produced in the United States, with a technological process that is intensive in physical and human capital. Then, after a while, the engineers figure out how to produce the same product with less capital and more labor and land, and the company relocates the manufacturing operation to countries where those factors are more abundant.
The second cycle evident in Asia is that of the “flying geese” metaphor. Just as cheap labor was in the past a major motive behind U.S. and Japanese investment in Singapore and the other newly industrializing economies, when the cost of labor and land there rose, cheap labor became a reason for Singapore and the others to invest in Malaysia, Thailand, and the other ASEAN countries. Now rising costs in those countries are motivating FDI into Indochina. This cascading of FDI is an important component of the famous flying geese pattern.38 To model this process would require making income endogenous, as in the “conditional convergence” growth literature, at the same time that factor endowments are introduced.39
What would be the effects of the ASEAN free trade area if it came to full fruition? DeRosa (1993b) uses a computable general equilibrium model to find that AFTA would be trade creating, and that it would expand trade within ASEAN by as much as 21 percent. But most-favored-nation liberalization on the part of ASEAN members (even nonreciprocal) would raise trade by three times as much. In his view, the problem with purely intraregional liberalization, according to such models, is that the Southeast Asian countries mostly produce the same sorts of things. It is necessary to promote trade with outsiders, especially developing countries, to get larger welfare gains. “Overall, the findings … cast substantial doubt on the desirability of pursuing regional economic arrangements …” (pp. 5-6). Another computable general equilibrium study, by Lewis and Robinson (1996, p. 23), reaches similar conclusions: “Creation of an ASEAN FTA based on free trade among ASEAN economies alone offers only very modest gains.”40
The logic is that the countries are too similar to reap large gains from trading among themselves. The notion that only policies that promote trade with industrial countries are worth pursuing is out of date, however. First, such free trade areas as MERCOSUR are now doing well. Second, the modern theories of trade say that differences in income levels are more likely to have a negative effect on trade than a positive effect (especially for manufactures, which are the basis of rapid growth in East Asian countries, even if they started from a low base). While trade in Asia has in the past fit the factor endowments story better than other regions of the world, the rising traffic in intermediate products within the region—what Krugman (1995) calls the “slicing up” of the value-added chain—suggests the large potential for intraindustry trade. Third, if trade is thought to require large disparities in levels of income or factor endowments, it should be noted that the ratio of per capita incomes between Singapore and Indonesia (approximately 23) is larger than between the United States and Mexico (7) and between Germany and Greece (3). Singapore is only one small country, of course. But even Malaysia has a per capita income that is four times that of Indonesia and roughly ten times that of Indochina.41
Making these comparisons brings to mind a different, opposing conventional wisdom about free trade areas—that in the past they have not worked well between countries of very different income levels. This last judgment is a statement about politics rather than economics. The choice between multilateral and regional liberalization ultimately requires a political context (as does the decision about unilateral liberalization). It is unquestionably true that ASEAN’s trade relations with countries outside the region are more important to the determination of growth and economic welfare of the ASEAN countries than are intra-ASEAN trade relations. The problem is that ASEAN countries have little control over the policies of the United States, Japan, or other major external trading partners. As always, the argument for regional liberalization is a case of the theory of the second best, which takes some distortions as given exogenously.
The ASEAN countries do, of course, have control over their own trade policies vis-à-vis other countries; that is, they can pursue unilateral liberalization. According to economic theory, studies of trade-growth links, and recent simulations of ASEAN policy options, they would benefit from removing their own barriers. In most cases, the gain would be much greater than the gain from regional integration. The political process, however, does not offer simple, mutually exclusive choices between unilateral, regional, and multilateral liberalization. Sometimes, leaders mus tmake a choice on regional integration, with unilateral and multilateral policies taken as given.
We suspect that the economic scope for regional integration in Southeast Asia, the potential gains from trade and economics of scale, are greater than others have allowed. The region will increasingly produce interna-tionallyfinished products, rather than only inputs. In the automobile industry, there is the potential for different countries to specialize in different parts of the production process, resulting in a finished product that is interna-tionally competitive. With ten members (after the Indochinese countries are admitted), an ASEAN free trade area would be the largest in the world in terms of population: 450 million people. Already, the 1990s have demonstrated that Asian economic growth is to an extent selfsustaining, no longer hostage to the performance of the U.S., Japanese, or European economies.
This is not the place for a full consideration of the political economy aspects of regional integration. There are myriad respects in which regional liberalization can either undermine liberalization more generally or help build support for it, depending on the circumstances.42 But we will make note of several arguments that run in the optimistic direction.
First is what at the time of the 1994 summit of the leaders of the Asia-Pacific Economic Cooperation (APEC) in Bogor, Indonesia, was called “competitive liberalization”: regional leaders sought to outdo each other in demonstrating their forward-looking vision (Bergsten, 1994). More concretely, competition for investment encourages each country to keep up with the others’ pace of liberalization. Second, regional solidarity can sometimes be invoked to remove barriers that would otherwise be politically sacrosanct. Third, regional agreements can sometimes be used to lock in unilateral liberalization. Fourth, regional liberalization can build export constituencies and thus create domestic political momentum for further liberalization. Fifth, it has been argued that in global negotiations smaller countries can benefit from grouping themselves into larger units.
These arguments were in part behind the proposal of Malaysian Prime Minister Mohammed Mahathir to form an East Asian economic caucus. There are fears among Asian developing countries that an Asia bloc would be dominated by Japan and other fears that an APEC bloc would be dominated by the United States. Here, such subgroups as ASEAN might play a role. Currently, the individual members of these groups have little bargaining power vis-à-vis the world’s two largest economies. But a more unified and integrated ASEAN, perhaps even with a common external tariff and speaking with a common voice, would command more attention. The idea, for Southeast Asian countries, would be to use AFTA as leverage in order to be taken more seriously in APEC and in global negotiations. In the words of an IMF study, “ASEAN may be more important as a forum for collectively voicing the concerns of this group of small and relatively open economies on global economic issues, particularly on world trade” (Robinson and others, 1991, p. 38).
1 Akamatsu , K. , 1962 , “A Historical Pattern of Economic Growth in Developing Countries,” The Developing Economies (March-August ).
2 Arase , David , 1991 , “U.S. and ASEAN Perceptions of Japan’s Role in the Asian-Pacific Region,” in Japan, ASEAN, and the United States , ed. by H. Kendall and C. Joewono (Berkeley: University of California, Institute for East Asian Studies).
3 Bergsten , C. Fred , 1994 , “APEC and World Trade; A Force for Worldwide Liberalization,” Foreign Affairs , Vol. 73 , (May-June ), pp. 20–26.
4 Bergsten , C. Fred , and Marcus Noland , 1993 , Reconcilable Differences? United States-Japan Economic Conflict (Washington: Institute for International Economics).
5 Caves , Richard , 1982 , Multinational Enterprise and Economic Analysis (Cambridge, United Kingdom; New York: Cambridge University Press).
6 Center for Research and Communications , 1994 , Facing the Asia-Pacific Challenge (Manila, Philippines).
7 Cooke , Kieran , and others, 1993 , “ASEAN Free Trade Zone Sputters into Action,” Financial Times , January 26.
8 Deardorff , Alan , 1995 , “Determinants of Bilateral Trade: Does Gravity Work in a Neoclassical World?” NBER Working Paper No. 5377 (Cambridge, Massachusetts: National Bureau of Economic Research).
9 DeRosa , Dean , 1993a , “Sources of Comparative Advantage in the International Trade of the ASEAN Countries,” ASEAN Economic Bulletin , Vol. 10 (July ), pp. 41–51.
10 DeRosa , Dean , 1993b , “The ASEAN Free Trade Area Plan and Intra-Regional Trade in Developing Asia” (Washington: International Food Policy Research Institute).
11 DeRosa , Dean , 1995 , “Regional Trading Arrangements Among Developing Countries: The ASEAN Example,” Research Report No. 103 (Washington: International Food Policy Research Institute).
12 Doherty , Eileen , ed., 1994 , Japanese Investment in Asia: International Production Strategies in a Rapidly Changing World (San Francisco: Berkeley Round table on the International Economy; Asia Foundation).
13 Doner , Richard , 1991 , Driving a Bargain: Automobile Industrialization and Japanese Firms in Southeast Asia (Berkeley: University of California Press).
14 Doner , Richard , 1993 , “Japanese Foreign Investment and the Creation of a Pacific Asian Region,” in Regionalism and Rivalry: Japan and the United States in Pacific Asia , ed. by J. Frankel and M. Kahler (Chicago: University of Chicago Press).
15 Dunning , J.H. , 1979 , “Explaining Changing Patterns of International Production: In Defence of the Eclectic Theory,” Oxford Bulletin of Economics and Statistics , Vol. 41 (No. 4 ).
16 Eaton , Jonathan , and Akiko Tamura , 1994 , “Bilateralism and Regionalism in Japanese and U.S. Trade and Direct Foreign Investment Patterns,” Journal of the Japanese and International Economies , Vol. 8 (December ), pp. 478–510.
17 Eaton , Jonathan , and Akiko Tamura , 1996 , “Japanese and U.S. Exports and Investment as Conduits of Growth,” in Financial Deregulation and Integration in East Asia , ed. by T. Ito and A. Krueger (Chicago: University of Chicago Press).
18 Encarnation , Dennis , 1992 , Rivals Beyond Trade: America Versus Japan in Global Competition (Ithaca, New York: Cornell University Press).
19 Frankel Jeffrey , 1993 , “Is Japan Creating a Yen Bloc in East Asia and the Pacific?” in Regionalism and Rivalry: Japan and the United States in Pacific Asia , ed. by J. Frankel and M. Kahler (Chicago: University of Chicago Press).
20 Frankel Jeffrey , 1996 , Regional Trading Blocs (Washington: Institute of International Economics).
21 Frankel Jeffrey , and M. Kahler , eds., 1993 , Regionalism and Rivalry: Japan and the U.S. in Pacific Asia (Chicago: University of Chicago Press).
22 Frankel , Jeffrey , David Romer , and Teresa Cyrus , 1996 , “Trade and Growth in East Asian Countries: Cause and Effect?” NBER Working Paper 5732 (Cambridge, Massachusetts: National Bureau of Economic Research).
23 Frankel , Jeffrey , Ernesto Stein , and Shang-Jin Wei , 1995 , “Trading Blocs and the Americas: The Natural, the Unnatural, and the Super-Natural,” Journal of Development Economics , Vol. 47 (June ), pp. 61–95.
24 Frankel , Jeffrey , and Shang-Jin Wei , 1994 , “Yen Bloc or Dollar Bloc? Exchange Rate Policies or the East Asian Economies,” in Macroeconomic Linkage: Savings, Exchange Rates, and Capital Flows , ed. by T. Ito and A. Krueger (Chicago: University of Chicago Press).
25 Frankel , Jeffrey , and Shang-Jin Wei , 1995a , “Is a Yen Bloc Emerging?” in Economic Cooperation and Challenges in the Pacific , ed. by R. Rich (Washington: Korea Economic Institute of America).
26 Frankel , Jeffrey , and Shang-Jin Wei , 1995b , “The New Regionalism and Asia: Impact and Options,” paper presented at the Asian Development Bank conference “The Emerging Global Trading Environment and Developing Asia,” Manila, May 29-31. Forthcoming in A. Panagariya , M.G. Quibria , and N. Rao , eds.
27 Frankel , Jeffrey , and Shang-Jin Wei , forthcoming , “Regionalization of World Trade and Currencies; Economics and Politics,” in The Regionalization of the World Economy , ed. by J. Frankel (Chicago: University of Chicago Press).
28 Frankel , Jeffrey , Shang-Jin Wei , and Ernesto Stein , 1995 , “APEC and Regional Trading Arrangements in the Pacific,” in Pacific Trade and Investment: Options for the 90s: Proceedings of a Conference, Toronto, 6-8 June, 1994 , ed. by W. Dobson and F. Flatters (Kingston, Ontario: International and Development Studies Institute, Queen’s University).
29 Froot , Kenneth , 1993 , Foreign Direct Investment (Chicago: University of Chicago Press).
30 Fry , Maxwell , 1993 , Foreign Direct Investment in Southeast Asia: Differential Impacts (Singapore: ASEAN Economic Research Institute, Institute of Southeast Asian Studies).
31 Graham , Edward M. , 1994 , “U.S. Direct Investment Abroad and U.S. Exports in the Manufacturing Sector: Some Empirical Results Based on Cross-Sectional Analysis;” revised as “On the Relationship Among Direct Investment and International Trade in the Manufacturing Sector: Empirical Results for the United States and Japan” (Washington: Institute for International Economics, 1996 ) Forthcoming in Dennis Encarnation, ed., Does Ownership Matter: Japanese Multinationals in East Asia (London, United Kingdom: Oxford University Press).
32 Graham , Edward M. , and Naoko Anzai , 1994 , “Is Japanese Direct Investment Creating an Asian Economic Bloc?” (Washington: Institute for International Economics). A condensed version appears in Doherty (1994 ).
33 Heckscher , Eli F. , and Bertil Ohlin , 1991 , Heckscher-Ohlin Trade Theory , trans., ed., and introduced by H. Flam and J. Flanders (Cambridge, Massachusetts: MIT Press).
34 Helpman , Elhanan , and Paul R. Krugman , 1985 , Market Structure and Foreign Trade: Increasing Returns, Imperfect Competition, and the International Economy (Cambridge, Massachusetts: MIT Press).
35 Hirata , Yoshihiko , 1994 , “Characteristics of the East Asian Economic ‘Integration’: Is the Asian Economic Bloc Emerging?” paper presented at the second APEC: NAFTA/ASEAN/SAARC conference, September 1, Bali, Indonesia.
36 Hirschman , Albert O. , 1980 , National Power and the Structure of Foreign Trade (Berkeley: University of California Press, expanded ed.).
37 Hufbauer , Gary , Darius Lakdawalla , and Anup Malani , 1994 , “Determinants of Direct Foreign Investment and Its Connection to Trade,” UNCTAD Review , pp. 39–51.
38 Hymer , Stephen H. , 1976 , The International Operation of National Firms: A Study of Foreign Direct Investment (Cambridge, Massachusetts: MIT Press).
39 Institute of Southeast Asian Studies , 1992 , Regional Outlook: Southeast Asia, 1992–93 (Singapore).
40 Jackson , Tom , 1991 , “A Game Model of ASEAN Trade Liberalization,” Open Economies Review , Vol. 2 (No. 3 ), pp. 237–54.
41 Jaggi , Gautam , 1995 , “Association of Southeast Asian Nations (ASEAN) and Asean Free Trade Area (AFTA),” Asia Pacific Economic Cooperation Working Paper Series No. 95–4 (Washington: Institute for International Economics).
42 Katzenstein , Peter , and Martin Rouse , 1993 , “Japan as a Regional Power in Asia,” in Regionalism and Rivalry: Japan and the U.S. in Pacific Asia , ed. by J. Frankel and M. Kahler (Chicago: University of Chicago Press).
43 Kindleberger , Charles , 1969 , American Business Abroad (New Haven, Connecticut: Yale University Press).
44 Kojima , Kiyoshi , 1985 , “Japanese and American Direct Investment in Asia: A Comparative Analysis,” Hitotsubashi Journal of Economics , Vol. 26 (June ), pp. 1–35.
45 Komiya , Ryutaro , and Ryuhei Wakasugi , 1991 , “Japan’s Foreign Direct Investment,” Annals of the American Academy of Political and Social Science , Vol. 513 (January ), pp. 48–66.
46 Kreinen , Mordechai , 1987 , “Japanese FDI in Australia” (unpublished; East Lansing, Michigan: Michigan State University).
47 Krugman , Paul , 1991 , “The Move Toward Free Trade Zones,” Economic Review , Federal Reserve Bank of Kansas City, Vol. 76 (November-December ), pp. 5–25.
48 Krugman , Paul , 1995 , “Growing World Trade: Clauses and Consequences,” Brookings Papers on Economic Activity: 1 , Brookings Institution, pp. 327–77.
49 Kwan , C.H. , 1994 , Economic Interdependence in the Asia-Pacific Region: Towards a Yen Bloc (London; New York: Routledge).
50 Lee , Hiro , and David Roland-Holst , 1993 , International Trade and the Transfer of Environmental Costs and Benefits, Technical Papers No. 91 (Paris: Organization for Economic Cooperation and Development, Development Centre).
51 Lewis , Jeffrey , and Sherman Robinson , 1996 , Partners or Predators? The Impact of Regional Trade Liberalization on Indonesia (Washington: World Bank).
52 Menon , Jayant , 1996 , Adjusting Towards AFTA: The Dynamics of Trade in ASEAN (Singapore: Institute of Southeast Asian Studies).
53 Panagariya , Arvind , 1994 , “East Asia and the New Regionalism in World Trade,” World Economy , Vol. 17 (November ) pp. 817–39.
54 Plummer , Michael , 1994 , “Asian Regionalism and U.S. Interests,” paper presented at the conference of the National Centre for Development Studies, Australian National University, “Challenges and Opportunities for East Asian Trade,” July .
55 Ramstetter , Eric , 1991a , “Regional Patterns of Japanese Multinational Activities in Japan and Asia’s Developing Countries,” Economic and Political Studies Series No. 74 (Osaka: Kansai University).
56 Ramstetter , Eric , 1991b , “An Overview of Multinational Firms in Asia-Pacific Economies: An Introduction to the Commonplace Ignorance” (Osaka: faculty of Economics, Kansai University).
57 Robinson , David , and others, 1991 , Thailand: Adjusting to Success—Current Policy Issues, Occasional Paper No. 85 (Washington: International Monetary Fund).
58 Stein , Leslie , 1995 , “Japan’s Direct Foreign Investment,” Center for Japanese Economic Studies Working Paper Series No. 95–1 (Sydney, Australia: Macquarie University).
59 Summers , Lawrence , 1991 , “Regionalism and the World Trading System , in Policy Implications of Trade and Currency Zones, a symposium sponsored by the Federal Reserve Bank of Kansas City, Jackson Hole, Wyoming, August 22–24 (Kansas City, Missouri: Federal Reserve Bank of Kansas City).
60 Tokunaga , Shojiro , 1992 , “Japan’s FDI-Promoting System and Intra-Asia Networks: New Investment and Trade Systems Created by the Borderless Economy,” in Japan’s Foreign Direct Investment and Asian Economic Interdependence: Production, Trade, and Financial Systems , ed, by S. Tokunaga (Tokyo, Japan: University of Tokyo Press).
61 Urata , Shujiro , 1993 , “Changing Patterns of Direct Investment and the Implications for Trade and Development,” in Pacific Dynamism and the International Economic System , ed. by C.F. Bergsten and M. Noland (Washington: Institute for International Economics).
62 U.S. International Trade Commission , 1993 , East Asia: Regional Economic Integration and Implications for the United States (Washington).
63 Vernon , Raymond , 1966 , “International Investment and International Trade in the Product Cycle,” Quarterly Journal of Economics , Vol. 80 (May ), pp. 190–207.
64 Wang , Zhen Kun , and L. Alan Winters , 1991 , “The Trading Potential of Eastern Europe,” Discussion Paper No. 610 (London, United Kingdom: Centre for Economic Policy Research).
65 Wei , Shang-Jin , 1996 , “Foreign Direct Investment in China: Sources and Consequences,” in Financial Deregulation and Integration in East Asia , ed. by T. Ito and A. Krueger (Chicago: University of Chicago Press)
66 Wei , Shang-Jin , and Jeffrey Frankel , forthcoming , “Open Versus Closed Regional Trade Blocs,” in NBER East Asia Seminar on Economics, Vol. 6 , ed. by T. Ito and A. Krueger (Chicago: University of Chicago Press).
67 World Bank , 1993 , World Bank Atlas 1992 (Washington).
68 World Trade Organization , 1995 , Regionalism and the World Trading System (Geneva).
69 Yamazawa , Ippei , 1990 , Economic Development and International Trade: The Japanese Model (Honolulu, Hawaii: Resource Systems Institute, East-West Center).
Michael Sarel
The phenomenal growth rates of many economies in East and Southeast Asia have been documented, dissected, analyzed, and discussed in countless economic research papers, as well as in books and newspapers and at conferences. There is not much purpose in repeating the full set of stylized facts regarding these growth rates. It is enough to mention that many of these economies have continued, even in recent years, to grow at rates that exceed by far the normal historical and geographical experience. During 1980–95, for example, four ASEAN economies (Indonesia, Malaysia, Singapore, and Thailand) more than doubled their real income per person, compared with an increase of only 20 percent in the United States and other industrial countries and even less than that in many other regions of the world.1
A major question about the nature of growth in ASEAN economies is whether the growth process is mainly intensive or extensive.2 This seemingly inconsequential distinction plays a crucial role in determining how we judge the past performance of these economies and how we regard their future growth prospects. For example, one possible explanation for the collapse of the Soviet economy around 1990 is the “extensive growth” hypothesis. William Easterly and Stanley Fischer (1994), among others, argue that the Soviet economy ran into inevitable diminishing returns after many decades of extensive growth, caused by a massive accumulation of capital not accompanied by technological progress. This extensive growth hypothesis, if true, raises serious concerns about other economies that invested heavily in past decades, as many ASEAN economies did. The comparison of the Asian economies with the Soviet economy was explicitly made in an essay provocatively entitled “The Myth of Asia’s Miracle,” by Paul Krugman (1994, p. 70):
The newly industrializing countries of Asia, like the Soviet Union of the 1950s, have achieved rapid growth in large part through an astonishing mobilization of resources. Once one accounts for the role of rapidly growing inputs in these countries’ growth, one finds little left to explain. Asian growth, like that of the Soviet Union in its high-growth era, seems to be driven by extraordinary growth in inputs like labor and capital rather than by gains in efficiency.
The view expressed by Krugman is primarily based on empirical findings reported in a series of papers by Alwyn Young (1992, 1994, and 1995). In these papers, Young decomposes the growth rates of several Asian countries in to an “extensive” component, measured by the rate of factor accumulation, and an “intensive” one, measured by the growth rate of total factor productivity (TFP). His surprising conclusion is that growth rates of TFP in Asian economies are not at all as spectacular as their growth rates of output. Furthermore, he estimates their rates of TFP growth to be lower than in industrial countries, and, at least in Singapore’s case, to be virtually zero.3
Young’s findings, and Krugman’s subsequent Soviet analogy, have generated additional economic research and renewed interest in previous studies that analyzed the growth process in East Asia.4 In general, these other studies produced mixed results. Some of them found support for Young’s results (e.g., the study by Kim and Lau, 1993). Most studies, however, found support for the view that TFP growth in East Asia was much stronger than Young’s research suggests.5
Despite the impressive number of previous studies of the growth process in East and Southeast Asia, at present we still lack a full understanding of this issue. The methodology and the coverage of these previous studies limit the possibility of a meaningful cross-country comparison of the mechanics of economic growth. The main methodological problem of previous studies is that they have relied almost entirely on national accounts data for measures of real output, investment flows, estimates on capital stocks, labor force participation, composition of the labor force, and, most important, distributive shares of income distribution to capital and labor. It will be argued below that all these data are likely to be strongly affected by country specific biases and measurement problems, including those relating to relative prices in the economy (especially the relative prices of investment goods), comprehensiveness of labor market data, demographic composition of the labor force (and also of the population outside the labor force), the government’s policies and tax incentives, the industrial structure of the economy (presence of monopolies and labor unions), and other factors that may affect the distribution of income.
With a few exceptions, previous studies have also had a coverage problem. Every study of growth and productivity necessarily makes some strong assumptions about economic structure and relationships among a set of economic variables. Of course, there are no strict rules for making such assumptions, and, in large measure, they depend on the discretion and the judgment of the authors. However, as will be argued below, the estimated values of key results of these studies, including the rate of TFP growth, are very sensitive to the particular assumptions. Therefore, in a study of a particular group of countries, it is crucial to include in the sample the full set of countries to be compared, in order to be able to draw meaningful conclusions on cross-country or cross-regional differences. The implication is that previous attempts to compare TFP growth in Southeast Asia with that in, say, the United States, are unlikely to be reliable because such comparisons are typically based on results from different studies that made different assumptions.
This paper addresses the major problems of previous studies and derives new (and, it is hoped, better) estimates of productivity growth in the ASEAN economies. Country-specific national accounts are used only for the most basic data, and common methodologies are employed to derive almost all of the key variables required. The results obtained are positive in terms of their implications for the nature of growth in ASEAN economies in the past and their growth prospects in the future. These results are markedly different from Young’s and do not support the pessimistic conclusions drawn by Krugman. However, most people familiar with the dynamic and vibrant Southeast Asian economies will not find them surprising.
The study conducted in this paper is, essentially, a growth accounting exercise. The growth accounting frame work, which is the traditional framework used in numerous other similar studies of growth and productivity, is presented in Appendix I. Appendix II prepares the main building blocks of the exercise, estimating the growth rates of per capita output, capital, and labor in five ASEAN countries and the United States during 1978–96 (trying to ensure, as much as possible, a uniform cross-country treatment). The estimated growth rates are presented in Table 1.
Table 1. Per Capita Output, Capital, and Labor
1 In 1985 dollars adjusted for purchasing power parity.
2 In percent a year.
3 Effective labor per person adjusted for demographics, calculated by Sarel (1995a).
This section presents a sensitivity analysis of growth rates and levels of TFP with respect to changes in values of capital shares. The purpose of this analysis is to demonstrate the high sensitivity of TFP estimates and to motivate the estimation of capital shares in each country using a consistent cross-country methodology.
For each of the six countries in the sample, the growth rate of TFP during 1978–96, as well as its level at the end of this period, is simulated, using the per capita growth rates of output, capital, and labor that were estimated previously. The sensitivity analysis is performed with respect to changes in the capital and labor factor shares (α and 1 - α). We vary the value of α over the range [0.25–0.50], by increments of 0.01, covering the entire spectrum of most estimates of this parameter. Then, we calculate the TFP growth rate as a residual (the part of growth in output that is not accounted for by growth in inputs). We repeat this procedure for the level of TFP in 1996.6 The results are presented in Figure 1.
The top panel of Figure 1 describes the simulated rate of TFP growth. It demonstrates that the value of α has a large impact on this rate. For example, if α is similar across countries, then Singapore has, for each value of α, an annual rate of TFP growth that is significantly higher than in any other country in the sample. However, if the value of α is 0.45 in Singapore but only 0.30 in Malaysia and Thailand, then the resulting growth rate of TFP will be higher in these countries than in Singapore.7
Another interesting exercise is comparing Indonesia with the United States. If the value of α is relatively low in both countries, then the annual rate of TFP growth in Indonesia will be much higher than in the United States; if α is around 0.30, then this difference will exceed a full percentage point. However, if the value of α is relatively high in both countries (close to 0.50), then the rate of TFP growth in Indonesia will fall below the rate in the United States, and its value will even be negative.8
The bottom panel simulates the level of TFP in 1996. Here, the value of α has an even more dramatic effect. If α is similar across countries, then the order of the six countries, according to their TFP level, remains constant for every value of α: United States, Singapore, Malaysia, Thailand, Indonesia, and Philippines. However, if α differs across countries, then this order may change. Indeed, every possible permutation of the six countries can be a valid order, resulting from choosing the “right” value of α for each country.
This section discusses the problems associated with estimating technological factor shares and develops a possible solution to these problems. Technological factor shares are derived from production functions and are defined as the elasticities of output with respect to each factor of production. For example, in a standard Cobb-Douglas production function, the technological factor shares are α for capital and 1 - α for labor (see Appendix I for details). Estimating these factor shares is a crucial step in the methodology used in growth accounting exercises. This was made clear in the previous section: even small variations in technological factor shares were shown to have powerful effects on TFP calculations. Unfortunately, there is no simple way to observe production functions and directly measure the factor shares. These shares need to be estimated using an indirect approach.
The two methods that are commonly used to estimate technological factor shares are the “regression” approach and the “national accounts” approach. Appendix III reviews these two methods and discusses their main weaknesses. In the remainder of this section, a possible way to improve upon these methods is suggested.
The following outline suggests a new method of estimating factor shares. It is based on the same principles as the national accounts approach, but has the advantage of being free of the problems associated with both the regression and the national accounts approaches. The main idea behind this approach is to ask a basic question: What are the possible reasons for cross-country differences in technological factor shares? In other words, why should the technological factor shares in Indonesia be different, say, from those in Canada?9 In response to this question, two obvious candidates are
Of course, many more factors may affect the income shares, including, among others, government taxes, regulations, and imperfect competition. It is important to notice that all these factors affect the income shares, but not the technological factor shares.12 In other words, they do not affect the elasticity of output with respect to each factor of production; this elasticity is fully determined by the production technology.
Now, suppose a way is found to control for cross-country differences in both the structure of production and the level of development. It is assumed that, in this case, no additional systematic differences in factor shares would exist.13 This is not an innocuous assumption. However, it is reasonable, and extremely powerful: it immediately suggests a relatively simple and elegant method for estimating a panel of technological factor shares that are not subject to the problems identified with the two traditional methods. The estimation procedure is based on several specific assumptions:
The procedure is implemented in three steps:
The first step, which estimates the technological factor shares of each major economic activity, involves a complex and tedious procedure. The main idea of the procedure is to use a sample of countries for which we have detailed information on both the national accounts and the composition of the labor force to estimate, for each major economic activity, “typical” income shares as a function of the level of development. The details of this procedure are fully described in Appendix IV. The main findings are as follows:
The second step defines the relative intensities of the nine major economic activities as their relative shares in GDP, measured at factor cost. The value generated by each economic activity during 1978–91 is described in the National Accounts Statistics, which are published by the United Nations.14 The methodology that is used to define and measure each economic activity in this database is not directly comparable with the methodologies used in the various national statistics publications. Using the database from the UN’s National Accounts Statistics, we obtain better cross-country comparisons. However, for 1992–96, which is not yet covered by these statistics, we have had to estimate these values using a logarithmic extrapolation of data available for the preceding nine-year period.
The third step estimates the aggregate capital share in each country, for every year during the sample period 1978–96. It computes the weighted average of the capital shares in each major economic activity (estimated in the first step), using as weights the relative intensities of these activities (estimated in the second step).
The estimated values of the capital shares are depicted in Figure 2; and the averages for the most recent five-year period (1992–96) are described in Table 3. The results are revealing, given the large range of values of α that have been used in previous studies. The full panel of 114 estimates of α (for six countries, over the 1978–96 period) covers, perhaps surprisingly, a relatively narrow range: [0.28–0.35]. Singapore has the highest average estimate, 0.34, while Thailand and the United States have the lowest, 0.29. The results confirm that, as many other studies have estimated, the capital shares in ASEAN economies are, in general, larger than in the United States. The difference, however, is relatively small; and the estimated capital share of Singapore, despite being the highest in the sample, is still much lower than the estimate used by Young (close to 0.50). Another interesting result is the relative stability of the capital shares in each country during 1978–96.
In this section, we estimate the marginal product of capital (MPK), for each country and every year in the sample. MPK is not directly related to total factor productivity, but it is a key variable in determining rates of return to investment, and, as a result, growth rates of capital and output. MPK is particularly important in cross-country comparisons because capital tends to flow from place to place to take advantage of relative return opportunities.15
We estimated in the previous section the capital shares (α) and, in an earlier section, output and capital for each person (depicted in Table 1). These variables enable us to estimate the MPK series. Note that the marginal product of capital is equal, by definition, to the partial derivative of a production function Y(K, …) with respect to capital (K). This, assuming a Cobb-Douglas production function (as described, e.g., in Appendix I), is equal to the expression α Y/K. The average MPK values for the most recent five-year period (1992–96) are described for each country in the sample in Table 3.
The estimated results indicate a large variation in MPK values across countries and also across time in each country; and the main source of this variation is the output-capital ratio, not the capital share.16 A significant factor that affects both the cross-country and the time-series variation is the level of development of the economy; the output-capital ratio and MPK tend to decrease during a country’s transition from middle income to high income. This process is a natural result of capital deepening and is in accord with the predictions of the standard neoclassical growth model (see, e.g., Sarel, 1994), The only exception is Thailand, whose marginal product of capital is high for its level of development.17
In previous sections, we prepared all the tools needed to examine the mechanics of economic growth in the six economies covered by this study. For each country and for every year, we estimated per capita growth rates of output, capital, and labor and factor shares. Using the decomposition of a Cobb-Douglas production function, we now perform a simple two-step growth accounting exercise:
Calculate the growth rate of inputs, weighted by capital and labor shares:
[α][growth of capital per person] + [1 - α][growth of labor per person].
Calculate the growth rate of TFP as the difference between the growth rates of output and inputs:
[growth of TFP] = [growth of output per person] - [growth of inputs per person].
The results of the growth accounting exercise are summarized for each country in Table 4. The table describes contributions to growth during 1978–96 and 1991–96. The results suggest the following:
During 1978–96, the rates of TFP growth were very strong in four of the five ASEAN economies (Indonesia, Malaysia, Singapore, and Thailand). Furthermore, TFP growth accounts for a significant portion of their phenomenal growth rates of output per person. The exception is the Philippines, which experienced a negative rate of TFP growth. Singapore appears to be the best performer in the region in terms of TFP growth rates, followed closely by Thailand and Malaysia.18
During 1991–96, the rates of TFP growth increased strongly (compared with 1978–91) in Indonesia and the Philippines. In these countries, the recent acceleration in the growth of output per person can be fully attributed to faster TFP growth.19 In the Philippines, the rate of TFP growth is still relatively low, although it improved significantly compared with the earlier period.
Table 4. Growth Accounting
(Growth in percent a year and contribution as percentage of growth of output per person)
A question of particular interest is why our estimate of TFP growth rate in Singapore (2.2 percent) is so much larger than Young’s estimate (0.7 percent, assuming no quality-adjustments of labor). The difference reflects mainly the much lower estimate of capital share in the present study: 0.337, compared with Young’s 0.493. It is interesting to check what Young’s estimate would have been if he had used the same capital share as here. The answer is a rate of TFP growth of 1.8 percent. Therefore, it appears that the difference in capital shares accounts for more than 70 percent of the difference between our estimate of TFP growth and Young’s. The other factors that are responsible for the difference in the estimated growth of TFP include a different estimation period, the methods used for the measurement of capital stocks and labor supply, and the use of domestic and international prices.
Growth accounting exercises are valuable for understanding the sources of economic growth in the past. However, their usefulness for forecasting purposes is questionable. Whether the growth rate of total factor productivity estimated for the past continues in the future depends on many factors, not least on the economic policies being pursued. However, there are at least two questions that may be important in this context:
We assume a Cobb-Douglas production function and estimate the absolute levels of TFP as residuals. The estimated TFP levels for 1996 and the output per person in levels are given in Table 3. The results indicate that levels of TFP are closely related to levels of output per person, with two interesting exceptions.
The first exception is the much larger difference between Singapore and the United States in terms of TFP levels, compared with the difference between the two economies in terms of output per person: while Singapore in 1996 has an average income per person that was 83 percent of the level in the United States, its corresponding level of TFP was only 44 percent.
The second exception relates to the relative position of Indonesia and the Philippines. In terms of the level of output per person, the Philippines lags behind Indonesia in 1996 (by 30 percent), but in terms of the level of TFP it is ahead (by 11 percent). Indonesia compensates for its lower TFP level with a higher level of effective labor per person and, especially, a higher capital stock per person (66 percent higher than in the Philippines).
Assuming that recent TFP growth rates continue, it is possible in principle to estimate long-run growth rates.20 To calculate long-run growth rates, it is assumed that the rate of capital accumulation is endogenously determined as in the standard neoclassical growth model, that effective labor per person and factor shares stay constant, and that TFP continues to grow at the same rate as during the five-year period that ended in 1996. The long-run growth rate of output per person in this case, according to the steady-state solution of the neoclassical growth model, is equal to the TFP growth rate divided by the share of labor in the production function (1 - α) (see, e.g., Sarel, 1994). The estimated long-run growth rates of output per person and the growth rates during 1991–96 are presented in Table 3.
The results indicate interesting growth rate dynamics, both across time and across countries. The growth rates are expected to decline in all six economies in the sample, but in some the expected decline is much stronger than in others. The implied steady-state growth rate of Thailand, for example, is about 3.3 percentage points lower than during 1991–96, when it was the fastest-growing economy in the sample. Relatively large declines are expected also in Malaysia (2.4 percentage points) and Indonesia (1.9 percentage points).
The growth rates in the ASEAN economies are expected to decline over time because past growth of output was partly driven by rates of capital accumulation that were faster than rates of output growth.21 In the future, however, this tendency will diminish, as the output-capital ratio in these economies approaches a steady-state level. This effect is described in Table 3.22
The growth accounting study that was conducted in this paper covered five ASEAN economies and the United States during 1978–96. An attempt was made to ensure consistency of the data across countries, by eschewing, as far as possible, the use of national data sources. This approach is particularly important in the case of data on factor shares, but it also has significant effects on the estimated capital stocks and labor inputs. The results show an impressive growth rate of TFP during 1978–96 for Singapore (2.2 percent), Thailand (2.0 percent), and Malaysia (2.0 percent); a slower rate for Indonesia (1.2 percent); and a negative performance for the Philippines (-0.8 percent). The estimated rate of TFP growth for the United States during this period was 0.3 percent. The proportion of the growth rate of output per person that can be attributed to TFP growth is not systematically different from that in the United States. These results confirm the conclusions of many previous studies, but are in sharp contrast to the conclusions reached in the studies of Alwyn Young, especially regarding the TFP growth rate in Singapore.
One of the main determinants of the results here is the difference between the estimated technological factor shares and the income shares that have been previously derived from the national accounts data. This difference can explain why previous studies found lower rates of TFP growth for fast-growing Asian economies, and especially for Singapore. Perhaps more important, this difference points to an interesting possibility. Assuming that the income shares have been correctly measured in previous studies, that of capital is much higher in the fast-growing ASEAN economies than its estimated technological share in the production function. The significant difference between technological shares and income shares may partly explain the impressive investment rates in this region that fueled the growth rates commonly described as the Asian “miracle.” As far as these differences reflect taxes, incentives, or other government policies, they would imply that governments, by influencing the relative income shares of the factors of production, can affect the investment rate and the growth rate of the economy.
In presenting a framework for growth accounting, this appendix introduces the Cobb-Douglas production function, derives the growth accounting equation, explains how to calculate the rate of total factor productivity growth, and discusses the long-run economic implications of the growth accounting framework.23
The Cobb-Douglas production function is defined as
where Y is the amount of output, A is a technological constant, K is the amount of capital used as input, L is the amount of labor used as input, t is a time subscript, and α is a parameter whose value is between zero and one.
This production function, with a value of α of about one-third, is often used to approximate the production possibilities of the economy. The reason is that it has many properties that we tend to observe in the national economies, such as constant returns to scale and constant factor income shares (with a capital share of α and a labor share of 1 - α).
Dividing equation (1) by the population size yields
where y is the output per person, k is the capital per person, and l represents effective labor supply per person.
Equation (2) is a static equation. It represents the amount of output, as a function of inputs, in any specific period t. But from it, we can derive a dynamic version that describes how output per person increases over time:
Equation (3) decomposes the growth rate of output per person into three elements: the first element describes the TFP growth rate;24 the second element describes the contribution of the growth rate of the capital stock per person; and the third element describes the contribution of the growth rate of effective labor supply per person.
The decomposition done in equation (3) has a very important empirical application: we have a good idea about the magnitude of the parameter α (about one-third); it is easy to measure the growth rate of output per person (the left-hand side of equation (3)); it is possible, in principle, to measure the growth rates of capital per person and of effective labor supply per person (the last two terms in equation (3)); therefore, we can estimate the growth rate of TFP and we can also calculate what proportion of the growth of output per person is accounted for by this technological progress.
The growth decomposition in equation (3) also leads to an interpretation that plays a fundamental role in explaining long-run growth. It points out that a significant and sustained rate of technological progress is the only possible way, in the long run, for an economy to achieve a sustained rate of growth of output per person. The intuition for this result is that the effective labor supply per person can increase for a while, but obviously cannot increase without bounds in the long run; and higher growth in capital than in labor will lead to diminishing returns to capital in which output growth will fall over time even if capital growth is maintained. Therefore, in order to sustain a positive rate of per capita growth, an economy must continuously improve its technology. This kind of growth, which can continue forever, is called intensive growth. In contrast to intensive growth, extensive growth can work only for a limited period.
This appendix estimates the growth rates of per capita output, capital, and labor in five ASEAN countries and the United States during 1978–96. The main concern is to treat the six countries in the sample uniformly, especially the capital and labor data, for which no standard measurement method exists. Therefore, we refrain from using national sources for estimates of these variables and rely instead on more country-neutral data from international sources, as described below. The main exception is the adjustment of Singapore’s data to take into account the increasing presence of foreign workers in the economy.
We use data from the Penn World Tables on output per person during 1978–92.25 The major advantage of this database is that it measures output per person in 1985 dollars adjusted for purchasing power parity, meaning that this variable is, in principle, not affected by domestic prices of goods and services, relative to both domestic and foreign goods. Unfortunately, this database does not yet cover the period after 1992. Therefore, for 1993–96, we extrapolate the series using national accounts data and IMF staff estimates of population and GDP growth rates.
Because the foreign workers in Singapore constitute a significant, and increasing, fraction of the labor force, the official data on Singapore’s population are adjusted to include the presence of foreign workers. The correct denominator in calculations of GDP per person should include, in addition to the official figure, the foreign residents working in the country, because they not only contribute to the production of GDP, but also share in the distribution of income. The net annual effect of the flow of foreign workers on Singapore’s population is assumed to be 0.2 percent during 1978–92, and 0.6 percent during 1992–96. As a result, Singapore’s de facto population (which is used in the study) is 2.8 percent higher than the official figure in 1992, and 5.3 percent higher in 1996.
We construct the capital stock series using historical data on investment flows. The Penn World Tables database contains data on investment flows during 1960–92, measured in 1985 dollars adjusted for purchasing power parity. We extrapolate the investment series forward to 1996, using official national accounts and IMF staff estimates of the growth rates of investment at constant prices. We also extend the series backward, using a logarithmic extrapolation up to the year 1901. We assume that the capital stocks were zero at the end of the year 1900, and that the rate of capital depreciation is 5 percent a year. We calculate the end-of-year capital stocks during 1901–96, assuming that the annual investment flows occurred in the middle of the year and that the effective rate of depreciation during the second half of the year was half of the annual depreciation rate (i.e., 2.5 percent).Finally, we calculate the average capital stock per person for each year as a geometric average of the capital stock at the end of the previous year and at the end of the current year, divided by the population size.
Using the Penn World Tables database to obtain data on investment flows has two distinct advantages. First, we can compute series of capital stocks and derive growth rates that are comparable across countries. This is essential for calculating and comparing rates of total factor productivity growth. Second, with the capital stocks and output series measured in a common currency and in common prices, we can estimate the output-capital ratio (as well as the marginal product of capital) and provide meaningful comparisons across countries.
In principle, we could start the sample period as early as 1960 (the earliest year for which we have data on investment flows) or even before (we could use the extrapolation estimates). However, estimating capital stocks from historical data on investment flows involves an estimation error that is necessarily larger in earlier periods. The choice of the starting year for the sample, 1978, is somewhat arbitrary. It does, however, neatly divide the observation period 1960–96 into two equal parts, so the sample period is limited to no more than half of the period for which data on investment flows are available. Starting the sample in 1978 also has the advantage of including the period of the second oil shock (1979–80) together with the subsequent decline in oil prices (especially 1986). Leaving the 1979–80 period out of the sample would introduce an asymmetric effect when comparing oil exporters (such as Indonesia) with oil importers (such as Thailand and the United States).
A few of the previous studies also attempted to include land, either as a component of the capital stock or as a separate factor of production. In this study, however, we ignore the existence of land. The main reason is our lack of knowledge regarding the way in which land enters the production function, as well as a lack of data on land rents and their share in national income. If land truly does enter the production function, ignoring its existence will tend to understate the amount of capital at the beginning of the estimation period, overestimate the rate of growth of capital, and underestimate the rate of TFP growth. The size of this estimation error is a negative function of the initial development level of the economy and a positive function of the rate of growth of capital. Therefore, TFP growth rates would be relatively more underestimated for fast-growing developing economies (such as the ASEAN economies) than for slow-growing industrial economies (such as the United States). A similar effect occurs in case land is a separate factor of production in a generalized Cobb-Douglas production function (see, e.g., van Elkan, 1995). In this case, by ignoring the existence of land, we overstate the share of capital in the production function and underestimate the rate of TFP growth. Again, the size of this estimation error is a positive function of the rate of growth of capital.
Our objective is to estimate the average labor supply per person. One simple approach would be to use the official statistics on participation rates and working hours. However, this approach has obvious flaws. It ignores large cross-country differences in definitions of workers and in the quality of labor data collection. It also ignores age-related productivity differences across labor market participants. Furthermore, it implicitly assumes that young children, retired senior citizens, and other persons who do not participate in the formal labor market have a zero effect on the total productivity level in the economy. This assumption is obviously not correct. For example, the presence of young children may decrease the productivity of their parents. On the other hand, the presence of grandparents has an ambiguous effect on the productivity of the parents.
What is needed is a function that relates productivity to age as well as information on the age structure of the population for each country and every year in the sample. This would make it possible to construct a panel database that estimates the “effective labor supply per person” (i.e., that is adjusted for demographic differences), both across countries and over time. Fortunately, such a database exists: it is the Effective Labor Supply Database, which was constructed in a previous study (Sarel, 1995a) using economic data from the Penn World Tables Database and demographic data estimated and forecast by the United Nations (1990). That study covered 119 countries for 1950–2025 and contained estimates at five-year intervals. For the purpose of this study, we perform a logarithmic interpolation of the five-year intervals to obtain annual estimates during 1978–96 for the six countries in the sample.
Some previous studies (including Young’s) have attempted to differentiate between different types of workers (based on their education levels) and to use a measure of quality-adjusted labor as the relevant factor of production. We feel, however, that doing so would tend to underestimate the true rate of TFP growth by attributing a large part of the increase in output to a better (more educated) labor force. The reason is that the treatment of education as a pure investment good exaggerates the causality between investment in education and economic growth. For example, education has an important consumption motive: having additional resources, people tend to spend more on education, just as they spend more on other consumption goods, simply because having a better education increases their utility. As another example, education has a strong signaling motive: smart people go to college in order to signal that they are smarter than other people and to gain better access to the labor market, not necessarily because going to college makes them smarter.
An additional reason not to adjust labor for education levels is related to the more general question of how one should regard TFP growth and technological progress. Defining TFP growth as a measure of an economy’s capacity- to generate more output using a fixed quantity of inputs, we implicitly include in TFP the absolute level of knowledge, proficiency, skill, efficiency, and other similar concepts. Measuring TFP growth, we gain valuable information on the rate of improvement of these factors. However, using education levels to define quality-adjusted labor, and counting this adjusted variable as a factor of production, we change our definition of TFP growth from an absolute standard to a conditional standard: now, measuring TFP growth would only give us information on the rate of improvement of these factors conditional on the level of education. This conditional concept would mean something completely different from the absolute concept and would be significantly less useful.26
The presence of many foreign workers in Singapore is assumed to have a negligible net effect on the effective labor supply per person because there are two different effects: on the one hand, the age distribution of the foreign workers is more efficient (in terms of net effect on production) than in the population of domestic residents, which includes relatively unproductive young children and elderly persons; on the other hand, the average productivity of foreign workers is low relative to domestic workers in the same age group. For simplicity, the two effects are assumed to be roughly equal, and the net effect is therefore negligible.
In this appendix, we evaluate the two methods that are commonly used to estimate the technological factor shares: the regression and the national accounts approaches.
This method estimates the factor shares by regressing the growth rate of output on the growth rate of each input and a constant. The estimate for each factor share is the estimated coefficient of the relevant input, and the constant in the regression can be viewed as an estimate of the growth rate of TFP. The regression approach has three main disadvantages.
First, it assumes that the growth rate of each input is exogenous, while the growth rate of output is endogenous. However, empirical evidence, as well as standard economic growth theory, points to other possibilities. Suppose, for example, that an economy enjoys, as a result of rapid TFP growth, a faster rate of output growth (either relative to another economy or relative to its own past experience). Then, it would also invest more and have a higher rate of capital growth.27 Therefore, the regression approach will overestimate the capital coefficient. Furthermore, if labor supply also reacts to changes in the rate of TFP growth, the labor coefficient will also be biased.28
Second, the factor shares are usually estimated to be similar across countries (in a cross-country regression) or over time (in a time-series regression). However, there is no special reason to assume that these shares are constant.29 Third, the estimation of the factor shares is not done independently, but needs to rely on the growth rates of the factors of production. These rates are also not directly measured and are sometimes subject to significant errors.
This method uses data derived from the national accounts statistics to estimate factor shares by measuring the share of income that is distributed to each factor of production (the “income shares”). This method suffers from at least four disadvantages.
First, using income shares to estimate the technological factor shares, this approach assumes, sometimes implicitly, that capital and labor markets are perfectly competitive and that the income of each factor of production is equal to the value of its marginal product. This ignores the possibility of market imperfections. For example, a strong labor union (or minimum wage legislation) may force wages above the level warranted by the marginal product of labor; a monopsonist firm (e.g., an enterprise that is the main provider of jobs in a remote town) may force wages in the opposite direction; and a monopolist firm, by increasing the price of its product, may increase the marginal product of both labor and capital above their respective rental prices.30
Second, this method ignores the effects of government policies and regulations, including tax policy. For example, the government may have a general strategy to encourage economic development through incentives in the tax system, and it may offer tax breaks or subsidies to capital-intensive industries. There is much anecdotal evidence to suggest that governments do indeed use tax policy for this purpose.31 The incentives given to capital-intensive industries would be internalized by the firms, and the return to capital would exceed its technological marginal product. In this case, estimating the technological factor shares by measuring income shares would overestimate the share of capital and underestimate the share of labor.
Third, the national accounts approach ignores the problems related to the classification of workers who are not employees. The national accounts contain, at most, information on compensation to employees. They do not contain information on compensation to other types of workers, such as employers and the self-employed, and unpaid family workers.32 If the distribution of workers according to type of worker is known, then the compensation of the other types of workers can in principle be imputed, using some general assumptions (e.g., that employers and own-account workers receive the same compensation as employees, and twice the compensation of unpaid family workers). However, the distribution of workers is not readily available for every country and each year. Statistics that are (more or less) uniform across countries are based on labor force surveys, which are typically conducted every ten years. Annual data are scarce; if available, they are based on questionable interpolations and extrapolations of these surveys. Furthermore, different types of workers are not usually distributed uniformly among the different sectors of the economy. For example, unpaid family workers are more likely to be overrepresented in the agricultural sector, where employees probably receive lower compensation than in other sectors. This uneven distribution would create a serious problem in comparing countries with large differences in the share of the agricultural sector (e.g., Philippines and Singapore).
The fourth problem is more subtle. It is associated with the classification of workers, but is also related to the government’s tax policies. The formal classification of workers is not an exogenous variable, but is itself affected by country-specific considerations, such as the tax and social security systems.33 Because the compensation of employees differs from the compensation of other types of workers, the endogeneity of the formal classification of workers may introduce a significant bias in the estimation process. Furthermore, even if workers are correctly classified according to their type, tax policies can affect the total compensation of labor (and of capital) by creating incentives to under- or overreport the wage bill.
This appendix details the estimation of the technological factor shares embodied in each major economic activity. We construct a sample of observations with complete data on national accounts and the composition of the labor force and use it to estimate the “typical” factor share for each major economic activity.
(1) The data sources are National Accounts Statistics (Table 4.3—Cost Components of Value Added); Year Book of Labour Statistics (Table 2A—Economic Active Population by Industry, by Status in Employment, and by Sex); and Penn World Tables (PWT 5.6a).34
(2) We include only countries with complete data in each of the three sources around the same years, close to 1980 or 1990.35 The countries are listed in Table 5.
(3) The national accounts of some countries contain, in addition to the nine major types of economic activities (International Standard Industrial Classification (ISIC) one-digit division), two additional activities, defined as “producers of government services” and “other producers.” In these cases, we combine the two additional activities with the ninth ISIC activity, “community, social, and personal services.”36 We define the combined activity “government and other services.”
(4) The national accounts of some countries contain separate data on “capital consumption” (depreciation of existing capital) and on “net operating surplus.” The two items are integrated into one combined item, which is defined as “gross surplus.”37
(5) The “imputed bank service charge” is divided between the different types of activities, using as weights their share in the total gross surplus.
(6) The gross surplus is assumed to be the sum of rite following three components: “compensation of employers and own-account workers,” “compensation of unpaid family workers,” and “compensation for the use of capital inputs.”
(7) We regard the first two components of gross surplus as an integral part of the compensation of labor (in addition to compensation of employees). The essence of the problem is to estimate these two components to obtain the estimate of the third component as a residual. For this, we need to use the information contained in the labor database.
(8) In the labor database, the data for most countries classify the total number of workers along two dimensions: their status (employers and own-account workers, employees, unpaid family workers, and those not classified by status (mainly the unemployed)), and their occupation (the nine one-digit ISIC classification, and “activities not adequately defined”). We ignore the workers who are not classified by status, but divide the workers in activities not adequately defined among the nine ISIC activities.38
(9) The compensation of workers classified as employers and own-account workers is considered to be equal to that of workers classified as employees, and the compensation of workers classified as unpaid family workers is considered to be equal to half that of workers classified as employees.39
(10) Using the information on the total number of each group of workers (in each economic activity) and the information on their relative compensation shares, we now impute the first two components of gross surplus (compensation of employers and own-account workers and compensation of unpaid family workers). We subtract the sum of these two components from the gross surplus to obtain our estimate of “compensation for the use of capital inputs.” We repeat this procedure for each major economic activity and for each observation in our sample.
(11) We now estimate the typical compensation for the use of capital inputs (for each major economic activity) as the simple average of the sample. These averages (and the corresponding standard errors) are described in Table 6.
(12) We wish to allow the typical income shares to be affected by the level of development of each economy.40 We estimate the level of development of each economy, using as a proxy the average capital stock per person (measured in 1985 dollars adjusted for purchasing power parity) for each country (and period) in the sample. We calculate the capital stock using data on investment flows (from the Penn World Tables database), according to the method described in Appendix II.
(13) For each major economic activity, we run a regression of the compensation for the use of capital inputs on a constant and on the log of real stock of capital per person. The estimated coefficients of these regressions (and the corresponding standard errors) are described in the last column of Table 6.
(14) The estimated coefficients of the capital stocks are, in general, insignificant. At the 5 percent confidence level, they are marginally significant only for three sectors: utilities (positive), construction (negative), and financial and business services (negative). At the 1 percent level, they are insignificant for every sector.
(15) For each economic activity we now have estimates of capital shares (α). The estimated labor share (1 - α) can easily be derived.
(16) The last row in Table 6 presents the results of estimating the capital share after aggregating across activities (for each country, according to the relative share of each major economic activity in GDP).41 This information is not directly required by the estimation procedure, but is useful in comparing the estimate of a in our sample, 0.315, with the conventional estimates.
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1 See, for example, The Economist, November 4, 1995, page 39, on Malaysia’s current account deficit, and The Financial Times, October 6, 1995, and Reuters, November 3, 1995, on Thailand’s current account deficit. Reflecting concern about the size of Malaysia’s and Thailand’s external deficits, the Economist Intelligence Unit downgraded both countries’ medium-term lending risk rating at the end of 1995.
2 Indonesia’s relatively high debt-service ratio reflects not only the accumulated external debt stock, but also the share of exports in GDP, which is significantly lower than elsewhere in the region. The Philippines is another ASEAN country with a high external debt ratio.
3 This is particularly obvious when one recalls that the current account is the difference between saving and investment, where the former depends upon, among other considerations, expectations of future income, taxes, and the like, while the latter depends upon expectations of future productivity growth and interest rates. It is also clear when one thinks of the current account as the sum of the trade and services accounts, where the former depends on relative prices and, hence, on the exchange rate. Since the latter is an asset price, it is clearly sensitive to expectations over a whole range of policy and other variables.
4 Owing to the Ricardian nature of the model, the government’s dynamic budget constraint is substituted directly into the private sector’s constraint, thereby eliminating lump-sum taxes and private debt from the latter, and introducing into equation (2) government spending g and (economywide) external assets b. Finally, we can think of investment in equation (2) as having been chosen optimally (to equate the marginal product of capital to the world interest rate) so that everything on the right-hand side of equation (2) may be taken as exogenous to the consumption decision.
5 This constraint requires that, in the limit, the present value of external assets (or debt) held by the economy be zero or, put differently, that the stock of assets (or debt) not grow at a rate faster than the real interest rate.
6 For simplicity, it is assumed in equation (3) that the rate of time preference is equal to the exogenous world real interest rate. When it is not, consumption may differ from permanent income according to the consumption-tilting motive. The empirical section discusses how to accommodate such behavior.
7 This is similar to the notion that an asset price reflects all the available information that is useful in forecasting future earnings.
8 As discussed in Ghosh and Ostry (1995b), the trend introduced by the consumption-tilting component in the particular case of quadratic utility is given by θ = βr [1 + r)/[β(1 + r)2 - 1]. Clearly, when the rates of time preference and interest are equal, θ = 1 and there is no consumption-tilting trend in the current account. When θ < 1, the country is consuming more than its permanent cash flow; that is, it is tilting consumption toward the present. When θ > 1, the country is tilting consumption toward the future. In all cases except Singapore, the data suggest that the countries are tilting consumption toward the present, as is standard for developing countries more generally.
9 For an analysis of the consumption-smoothing model for a sample of Latin American countries that experienced foreign exchange and equity market turbulence in the wake of the Mexican crisis, see Ghosh and Ostry (1995a). For an analysis of capital mobility issues in a large sample of developing countries using the consumption-smoothing model, see Ghosh and Ostry (1995b).
10 In Ghosh and Ostry (1995b), the authors found that the model was rejected for about one-third of the countries in the sample of 45 developing countries.
11 There are other possible criteria by which the model’s performance may be judged. These include hypothesis tests on the individual elements of the Γ vector, and equality-of-variance tests between the actual and optimal current account series. As regards this last criterion, it may be noted that the optimal current account series is not always less variable than the actual series. As shown in Ghosh and Ostry (1995b), for some developing countries the optimal series is less variable than the actual series, while for others the opposite is true.
12 The model does not distinguish between the different components of national cash flow, namely, GDP, investment, and government expenditure.
13 Some of the countries in the sample also took steps to correct exchange rate over-valuation in the early to mid-1980s, which may have contributed to the revisions in private expectations of national cash flow that lie behind the deterioration in external current account positions.
14 Ghosh and Ostry (1995a) argue, on the basis of a consumption-smoothing model, that excessive private consumption was indeed a significant factor in the current account positions of a number of Latin American countries in the early 1990s, including Mexico.
15 The substantial decrease in the dependency ratio has been suggested as an important explanatory factor in Singapore’s saving performance (see Husain, 1995). Clearly, a representative agent framework, such as the one used here, is not suitable for analyzing the role of demographics in saving or current account behavior.
16 There appear to be significant differences between the national accounts and balance of payments statistics for the Philippines over the past few years, as far as the current account is concerned. As discussed above, all data in this paper are on a national accounts basis.
17 By contrast, the opposite is true in the late 1980s to early 1990s, when the surging current account deficit is found to possess an element of excessive borrowing for consumption.
18 While the increase in foreign saving (and net capital inflows) in Thailand in the recent period appears to have been justified by the fundamentals of the consumption-smoothing model, other factors, discussed in the next section, also bear on the issue of whether the deficit at present warrants attention by policymakers.
19 The Indonesian national accounts show a much larger current account deficit in 1995 than do the balance of payments, apparently reflecting a very large contribution of stock building to GDP growth in that year. The national accounts figures for stock building were scaled down to bring the current account deficit on a national accounts basis nearer the deficit on a balance of payments basis, which is thought to be more accurate.
20 With many of the countries in the sample contemplating reforms designed to boost the private saving rate over the medium term, one avenue to increase savings in the near term would be to target a larger fiscal surplus until measures to boost private saving are both in place and showing demonstrable results.
21 This contrasts with, for example, Chile’s experience during 1978–82, when the external crisis had as one of its main proximate causes significant overvaluation of the peso, or the Mexican experience in 1979–81 and 1994, when significant real appreciations of the peso (not justified by fundamentals) occurred in the periods leading up to the ultimate crises. See Milesi-Ferretti and Razin (1996) for an examination of these episodes. See Chapter 11 in this volume for a discussion of equilibrium real exchange rates in ASEAN countries.
22 For an analysis of the determinants of growth in ASHAN countries, see Chapter 14 in this volume.
23 The health of the financial system is not the only fact or constraining policy flexibility in some ASHAN countries. In a number of countries, the existence of substantial fiscal surpluses implies that the scope to tighten fiscal policies is limited in practice. In others, the exchange rate regime may limit the autonomy of monetary policy.
24 Malaysia’s export share, at 85 percent, is distorted by the very high import content of exports. In terms of value added, the share would be smaller.
25 In coming years, Indonesia’s debt-service ratio is likely to be adversely affected by a decline in the proportion of concessional debt and by a reduction in the average maturity of private debt.
26 In Asian developing countries, foreign direct investment and portfolio flows tended to account for between one-fourth and one-half of net inflows during 1990–94. In Malaysia, the proportion is about three-fourths.
27 In Thailand, some foreign direct investment flows are officially classified as short-term inflows through the Bangkok International Banking Facilities (BIBF), and a sizable proportion of BIBF short-term inflows actually represents intrabank transfers.
28 In the period leading up to its external crisis (1979–81), Chile’s saving rate was 9 percent of GDP, while during 199193, Mexico’s saving rate amounted to 14 percent of GDP; see also Table 1. For an analysis of saving behavior in ASEAN countries, see Chapter 7 in this volume.
29 Ghosh and Ostry (1994) find empirical evidence that countries that have relatively specialized production structures find it optimal to run larger external surpluses (smaller deficits) as a means of insuring themselves against the associated greater terms of trade volatility. The empirical result is justified theoretically by a precautionary savings effect, which operates from terms of trade volatility to saving behavior to the current account. The implication in this context is that relatively specialized economies will tend to have lower sustainable current account deficits than relatively diversified economies, other things equal, and therefore that diversifying the export base is likely to raise the sustainable current account deficit.
Note: Geoffrey Bascand is an Economist in the IMF’s Asia and Pacific Department, and Assaf Razin is Daniel Ross Professor of International Economics at Tel Aviv University anda Research Associate at the National Bureau of Economic Research. The authors thank Christopher Browne, John Hicklin, Sandy Mackenzie, Mahmood Pradhan, David Robinson, Dani Rudrik, Thomas Rumbaugh, and Anoop Singh, along with participants in a seminar held at the IMF in August 1996, for helpful suggestions on earlier versions of this paper.
1 As far as we are aware, similar treatments do not exist in the literature for Indonesia. See, for example, Asher (1989); Asher and Booth (1992); Hill (1996); Molho (1994); Nasution (1989); Rumbaugh (1995); Woo, Glassburner, and Nasution (1994); and World Bank (1994, 1995) for discussions of focal policy in Indonesia. See Radelet (1995) for a treatment of Indonesia’s public debt sustainability. Liuksila, Garcia, and Bassett (1994) provide a similar treatment of fiscal solvency in the presence of exhaustible resources to that given later, but do not address the other aspects of sustainability considered here.
2 Assuming the government faces limits in its capacity to borrow, then it is efficient to maintain a positive fiscal position (net worth), which can be run down in the event of adverse shocks, thereby avoiding the need to increase tax rates; see, for example, Barro (1979).
3 Logically, there is an optimal path for the government’s fiscal position, which will depend on (1) economic structure and risk characteristics (e.g., creditors may accommodate higher government gearing when die economy is diversified and exposure to shocks is low); (2) rates of time preference (the value of expenditures and revenues today compared with their value in future periods); and (3) the efficiency costs of taxation and their relationship to current and future tax rates. Sustainability, which we focus on, is a weaker condition than optimality and generally abstracts from (2) and (3).
4 Appendix I provides definitions and sources of the data used in this paper.
5 Because Indonesia is large relative to the other economies, the share of exports in GDP is expected to be lower.
6 This includes extrabudgetary transactions and treats net foreign borrowing as a financing item.
7 The Indonesian fiscal year runs from April 1 to March 31.
8 Asher and Booth (1992); the dates are implementation dates, which are often one to two years later than the legislation dates.
9 Sec Buiter and Patel (1995) and Blanchard (1990). Gerson and Nelior provide an alternative analysis for assessing fiscal solvency in the Philippines (see Chapter 6 in this volume). While their conceptual approach is similar, the empirical technique they use to assess solvency relies on information contained in a statistically identified trend in public debt, whereas the method used here extrapolates annual fiscal settings into the future.
10 Given that solvency is a matter of financial viability over a number of years, we do not analyze the effects of transitory revenues or expenditures, which, by definition would be difficult to project into the future.
11 Our deficit measure therefore includes an accrual estimate for central bank revenue.
12 We use this formulation with the foreign interest rate and the real rate of depreciation rather than the more traditional domestic real interest rate because Indonesian government debt is denominated almost entirely in foreign currency. Note, however, that in equation (2) we omit the term ε·i*.
13 Omitted from the standard notion of net worth are real government assets, for which no estimates are available. The estimated value of oil reserves is included below.
14 To the extent that die returns on public sector capital investment are less than the rate of interest, our measure understates the deficit and overstates the level of liabilities that could be sustained. Appendix II modifies equation (2) to allow for this possibility.
15 The Organization of Petroleum Exporting Countries (OPEC) (1995) reports oil reserves of 5.13 billion barrels (bbls.) and natural gas reserves equivalent to 19.4 bbls. of oil (of which approximately 7.5 bbls. is the Natuna field), as of December 1994. The current depletion rate is approximately 0.6 bbls. a year for oil and 0.5 bbls. a year for natural gas. We have assumed two-thirds of gas reserves are economically viable, since potentially high costs of extraction render the value of a portion of the gas reserves uncertain. See also Economic & Business Review Indonesia (1995), which reports similar figures for reserves from the Ministry of Mines and Energy.
16 Oil and gas reserves are estimated now to stand at just under 30 percent of GDP. The decline in value is partly attributable to depletion of the resource, but mostly to lower real petroleum prices over the period, especially when measured in units of Indonesian GDP.
17 Unfunded liabilities here mean the share of pension obligations not met by ongoing government pension payments, which are included in current expenditure. The calculations of unfunded liabilities draw on work undertaken by the World Bank (1996) and Mani Sundaresan of Watson Wyatt Consulting Actuaries in estimating the government’s pension contribution, hut use our own assumptions of wage growth and the discount rate. Estimates for pension and post-retirement health care liabilities are not available before 1994/95.
18 In calculations of the discount factor, the nominal interest rate has the value of 6.4 percent (the average rate on external dollar debt for 1982/83–1995/96); the real rate of exchange depreciation averaged 4.6 percent from 1981/82 to 1995/96. Together, these assumptions imply a relatively high real rate of interest. If the real interest rate is calculated on the basis of the real exchange rate experienced in the 1990s—averaging 1.6 percent—the real rate of interest (7.5 percent) is only marginally above the growth rate, averaging just over 7 percent of the long term, implying a higher sustainable debt level.
19 However, Tanzi (1977) identified another effect of inflationary finance that, in contrast, operates to reduce real tax revenues when inflation rises. Owing to collection lags, defined as the time that elapses between the date when the tax liability accrues and the time when the tax payment is received by the government, inflation causes an erosion of the real tax revenue. The collection lag can be shortened or interest applied to the payment to reduce this loss.
20 See also Dornbusch and Fischer (1993) for a cross-country study of countries with moderate inflation, and the relative seigniorage and revenue position of Indonesia in the 1970s and 1980s in this group of countries.
21 For an alternative approach, see Chapter 4 in this volume. See also Radelet (1995) for an examination of Indonesia’s external debt sustainability.
22 Dayal-Gulati and Thimann (Chapter 7 in this volume) provide statistical evidence supporting this proposition for the group of ASEAN countries. Regressions performed by the authors confirmed this result for Indonesia.
23 Technically, one standard deviation in the real interest rate (the nominal rate on foreign debt plus real exchange rate depreciation) for the period 1982/83–1995/96 is 10.3 percent, against a mean rate of 11.4 percent.
24 In 1995, non-oil export prices were 32 percent higher than in 1993, while oil prices were also relatively high in 1995 and 1996.
25 Seo Chapter 11 in this volume for further analysis of this issue.
26 Radelet (1995, p. 67) provides a similar analysis and concludes that “Indonesia does not appear to be headed toward a debt crisis, either now or in the immediate future. If the trends in exports and GDP growth recorded since 1989 continue, the debt problem should ease gradually‖. But the debt situation leaves little room for error.”
27 Projections are derived from the World Economic Outlook for growth and inflation. Our fiscal projections commence with the 1996/97 budget figures, which are then driven forward according to the assumptions noted. The main difference from the projections contained in the World Economic Outlook is a lower overall fiscal balance because the World Economic Outlook assumes that policy adjusts to increase non-oil tax revenue to offset declining oil revenues and maintain fiscal balance.
Note: Philip Gerson is an Economist in the IMF’s Fiscal Affairs Deparment, and David Nellor is the IMF’s Resident Representative in Manila. The authors thank, without implication, Gil Beltran, Neil Ericsson, Joshua Felman, John Hicklin, Sandy Mackenzie, David Robinson, Mark Stone, Amando Tetangco, and participants in a departamental seminar for their useful comments on earlier drafts. They would also like to thank the Philippines’ Department of Finance, especially Gil Beltran, for providing the data.
1 The discounted stock of debt refers to the stock of debt converted to constant 1970 dollars using the dollar interest rate applying each year to new public sector debt.
2 Including direct, assumed, and contingent liabilities, but excluding debts related to the restructuring of the central bank.
3 See, for example, Hamilton and Flavin (1986) and Wilcox (1989) on the United States and Buiter and Patel (1992) on India.
4 Bascand and Razin examine fiscal sustainability in Indonesia (see Chapter 5 in this volume). Their model begins from the same budget constraint as in this paper, but adopts a more static approach, calculating for each annual augmented primary surplus (as defined in Appendix I) the associated steady-state stock of debt, given interest rates and nominal output growth rates. This approach works well when the augmented primary surplus is relatively stable and the nominal rate of interest consistently exceeds the rate of nominal output growth. These conditions have not held in the Philippines.
Rather than attempting to characterize steady states, this paper examines time-series properties of the stock of debt in order to characterize the data-generating process and draw inferences about the long-run value of debt.
5 The tests examined both the discounted stock of public sector debt and the ratio of public sector debt to GNP using time series of 24 observations covering 1970-93 (see Figure 2 and 3). Data on public sector debt were provided by the Philippine authorities. The data were converted into dollar terms using end-of-period exchange rates. The debt figures are discounted using the “all creditors” rate from the World Bank’s World Debt Tables, which represents the weighted average interest rate on all new long-term debt contracted by the national government in a given year.
6 Perron (1989) provides the critical values for this test. Note that for this test to be appropriate the structural break should be exogenous. Any endogenous breaks should be captured by the data-generating process. As noted above, the break in the series is due to the assumption of public-sector-guaranteed debt. Thus, the analysis implicitly treats the debt crisis as an exogenous event, rather than as an element of fiscal policy.
7 Between 1992 and 1995, national government tax revenues increased only from 15.1 percent of GNP to 15.8 percent, while over the same period noninterest expenditure increased from 13.0 percent to 14.1 percent of GNP.
8 Excluding interest expenditure related to the restructuring of the Central Bank of the Philippines.
9 In recent years, national government infrastructure investment has averaged about 3 percent of GNP.
10 Ideally, privatization receipts should be treated as financing rather than as revenue.
11 Excluding the impact of tax credits on collections.
12 The impact of tariff reform on medium-term revenues could be mitigated by a number of factors. For example, a rapid increase in the tax base would offset some of the decline in tariff rates if imports were to grow more rapidly than GNP in peso terms. The tariffication of existing quantitative restrictions will contribute additional revenues.
13 This figure includes interest expense of the Central Bank Board of Liquidators.
14 This assumes, perhaps optimistically, that existing concessional debt can be rolled over at concessional terms.
15 A growth accounting framework—set out in Appendix II—allows us to determine the rate of real output growth consistent with these investment figures. However, these results should be viewed as illustrative only because they are subject to considerable uncertainty. The framework uses the following assumptions:
In these circumstances, the cuts in capital expenditure could cause GNP growth to slow from its current rate of about 7 percent to an average rate of 6 percent during 1997-2005.
16 This comparison is intended not to suggest that the national government capital stock in Thailand is an appropriate target, but rather to assist in the interpretation of the Philippine data.
Real current investment data for both Thailand and the Philippines were obtained from International Monetary Fund, Recent Economic Developments reports for various years. These data were converted to 1995 national currency values and then converted into U.S. dollars at the end-1995 exchange rate. The capital stock was estimated by assuming 5 percent straight-line depreciation.
17 The shortfall in public investment is even greater: the per capita stock of public capital was about $1,432 in Thailand at the end of 1995, as opposed to about $458 in the Philippines.
18 In part, the lower paved-road density in the Philippines might be explained by the greater importance of sea transport because of the country’s many islands.
19 Figures in this paragraph come from the recent World Bank public expenditure review (World Bank, 1995a).
20 In neoclassical models with very slow convergence to the steady state, higher rates of investment would also correspond to higher rates of growth over a long period.
21 Feldstein and Horioka (1980), using data on member countries of the Organization for Economic Cooperation and Development (OECD) during the 1960s and 1970s, find that there is a strong, positive correlation between levels of savings and investment in countries, with changes in domestic savings leading almost dollar for dollar to changes in investment. Subsequent work by Smith (1989), Bayoumi (1990), and others has confirmed this result. Feldstein (1994) reports regressions of foreign direct investment and direct investment abroad on domestic saving rates among OECD countries and finds that neither is significantly affected by domestic savings. In addition, Mishkin (1984) and Cumby and Obsrfcld (1984), among others, have demonstrated the existence of persistent differences in real rates of return on investments internationally, which implies that capital is not perfectly mobile. Finally, Adler and Dumas (1983) and French and Poterba (1991) have found that individual investors are much more likely to hold domestic than foreign securities, despite the benefits of international diversification.
22 However, a large share of revenues in Indonesia was derived from taxes on oil.
23 Except for Singapore, or where otherwise indicated, all data are for 1994. Data for Singapore are for 1993. Data for the Philippines come from the Philippine authorities. All other data come from the International Monetary Fund, Government Finance Statistics.
24 As would be expected with a constant returns-to-scale production function, the estimated contributions to growth of 1 percentage point increases in the stock of capital (0.60) and labor (0.40) are very close to the shares of national income accruing to capital (0.61) and labor (0.39) as derived from the National Income Accounts.
25 However, between 1986 and 1989, changes in TFP were actually positive.
Note: The authors are Economists in the Asia and Pacific Department of the IMF. The authors are grateful to the coordinators of this research paper, Anoop Singh, David Robinson, and Jonathan Ostry, for many discussions and suggestions. They also would like to acknowledge the helpful comments from Geoffrey Bascand, Christopher Browne, Guy Debelle, Robert Dekle, Hamid Faruqee, Sara Johansson, Gunnar Jonsson, and Hossein Samiei.
1 Ostry shows that the current account deficits in Indonesia, Malaysia, and Thailand are-sustainable, but could pose risks (see Chapter 4 in this volume).
2 See Bank of Thailand (1996) for a recent discussion of these issues and their relevance for Thailand.
3 There are a number of studies on financial sector development (e.g., Fry (1995) provides an overview), but the data used in these studies are relatively scant and tend not to be internationally comparable.
4 Causality test by Carroll and Weil (1993) found growth to “Granger-cause” saving and not vice versa.
5 The permanent-income hypothesis also brings up possible estimation problems when growth is used to explain saving because, if unexpected income growth is saved, a short-term correlation between current income and saving results (see Faruqee and Husain, 1995).
6 Some theoretical considerations about the ambiguity of the Harberger-Laursen-Metzler effect, however, remain. They relate in particular to whether the terms of trade shocks are anticipated or not and to whether they are temporary or permanent (see Svensson and Razin, 1983).
7 Ideally, private saving would have been estimated using the consolidated general government surplus, but these data are not available for all countries.
8 While it would be useful to examine the effects on private saving of the composition of government spending, that is, consumption and investment expenditure, the data are not available on a comparable basis for the entire sample period.
9 For a description of the institutional setup and financing of Singapore’s Central Provident Fund, see Carling and Oestreicher (1995).
10 Although introduced in 1981, the scheme effectively went into operation in the mid-1980s.
11 In Malaysia and Singapore, contributors to the pension funds may withdraw a fraction of their savings for housing and medical expenses. In some cases, it is also possible to withdraw savings a few years before retirement.
12 To capture the effect of foreign saving on private saving, a number of variables that could proxy for external resource constraints—such as the current account, the ratio of exports to GDP, and the debt-service ratio—were tested as regressors, but were excluded from the final results because of problems of endogeneity or because they were insignificant.
13 The instrumental variables used were, for the government balance, lags of the government balance, inflation, and terms of trade changes; for growth, its moving average; for broad money over GDP, its lagged value.
14 The inclusion of time dummies did not significantly influence the estimated coefficients and these are excluded in the results reported below. The Prais-Winsten algorithm was applied to estimate a first-order autocorrelation model, but the results remained robust.
15 The results on the coefficient of the government balance in the case of Latin America could also be affected by the high levels of inflation in the region. In a regime of high inflation or hyperinflation, nominal interest payments on government debt are likely to increase, causing the fiscal deficit to rise. These payments are, however, mostly payments to the private sector where they would be reflected in higher savings. Hence, the estimates of the offset coefficient in Latin America may be affected by an inflationary bias in the national accounts data.
16 Using a time dummy for the switch from the pay-as-you-go to the fully funded pension scheme in Chile after 1983 showed that this transition had a substantial positive effect on private saving.
17 Ostry and Reinhart (1995) also show that the responsiveness of private saving to changes in real interest rates is a function of a country’s income level. The study does not examine the effect of real interest rates on saving because interest rate data are not available for the countries in the sample over the entire period.
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1 For a more detailed discussion of the factors that contributed to the development of bond markets in Thailand, see Chapter 9 in this volume.
2 The velocity of money is defined as nominal income divided by the quantity of nominal money.
3 The shift in policies in Singapore also reflected recognition of the significant role of the exchange rate in a small open economy.
4 Indonesia widened its exchange rate band to 8 percent in September 1996, thereby increasing monetary autonomy.
5 All money demand equations in this paper are estimated on annual data.
6 There may, of course, be a stable relationship between money and some components of consumer price indices.
7 There are several reasons why the statistical tests may reject unit price homogeneity over our sample period. First, as an economy grows, the basket of goods in the consumer price index (CPI) may become less relevant for firms and households that are increasing their broad money holdings, and second, technological progress may have changed the relationship between nominal money and prices.
8 Real narrow money is defined as currency plus demand deposits divided by the CPI.
9 In Singapore, where domestic residents have substantial scope for investing in dollar-denominated assets, instead of the time deposit rate, as the opportunity cost variable, we include a variable that represents the rate of return that domestic residents can earn on dollar assets. Dollar asset returns are approximated as LIBOR minus the expected depreciation of the U.S. dollar against the Singapore dollar.
10 Hataiseree appended a goods market equation (the investment-saving relation) to the money demand equation.
11 Both studies used the error-correction specification to model the short-run dynamics. We would have pursued a similar procedure had we been more successful in finding stable long-run relationships.
12 Real broad money is defined as nominal broad money (narrow money plus quasimoney, time and saving deposits) divided by the CPI.
13 The demand for broad money depends on the desire to hold money as an asset, in addition to holding it for transaction purposes. Given that wealthier agents accumulate more assets, we would expect the elasticity for broad money to be higher than that for narrow money.
14 The return on broad money is equal to the time deposit rate times the share of quasimoney in broad money.
15 For an extensive survey of financial innovation and the implications for monetary policy in industrial countries, see Goodhart (1989).
16 Some central banks in industrial countries—for example, the United Kingdom and the United States—have periodically published and monitored weighted monetary aggregates, such as the Divisia index, where monetary assets are assigned weights that reflect differences in the transaction services provided by different components of monetary aggregates. The Bank of England currently publishes a Divisia broad money aggregate. For details of how this index is constructed and how it compares with conventional simple-sum aggregates, see Fisher, Hudson, and Pradhan (1993). See also Pill and Pradhan (1994) for a discussion of why such indices, despite their strong theoretical foundation, especially in periods of rapid financial changes, have failed to gain widespread acceptance among policymakers.
17 Stevens and Debelle (1995) find that in Australia 95 percent confidence intervals around one-year-ahead inflation projections are about 5 percentage points.
18 A number of other authors also use this assumption when faced with ambiguities about the time-series properties of variables. See, for example, Ericsson and Sharma (1996).
19 We are grateful to John McDermott for simulating these small sample critical values.
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1 The role of the short-term money markets is not discussed in this paper. Institutional details of financial deregulation and capital market development are given in Appendix I.
2 Noncommercial bank financial intermediaries in Thailand include finance companies, the Government Savings Bank, the Bank for Agriculture and Agricultural Cooperatives, the Government Housing Bank, and the Industrial Finance Corporation of Thailand. Nonbank financial intermediaries in Malaysia are defined here to include finance companies and merchant banks.
3 The corporate bond market in Malaysia includes bonds issued by nonfinancial public enterprises.
4 A second credit rating agency was introduced in September 1996.
5 The BIBF was established in 1993 as Thailand’s offshore banking system. BIBF transactions include taking deposits from foreign residents and lending these funds either in Thailand or abroad.
6 While commercial banks are free to determine their own lending practices, the Bank of Thailand monitors credit allocation through the submission of six-monthly credit plans by the banks. In general, the central bank encourages commercial banks to restrain lending to areas that might boost inflationary pressures and to focus on the “productive” sectors.
7 To the extent that banks and finance companies borrow in foreign currency and relend in baht, they are assuming exchange rate risk, whereas the BIBF transactions leave the exchange rate risk with the bank customer. There appears to be little hedging of this risk. Hedging is regarded as expensive, and the stability of the baht and the perceived low risk of devaluation encourage an open position. However, a bank’s net foreign currency position cannot exceed 25 percent of capital funds if assets exceed liabilities and 20 percent of capital funds if liabilities exceed assets. In April 1995, the Bank of Thailand increased the minimum loan disbursement for the “out-in” lending from $500,000 to $2 million. The objective was to ensure that BIBF loans were extended to large corporate borrowers who could better manage the exchange rate risk.
8 The narrowing Malaysia U.S. interest differential also played a role in this switch.
9 Approval is required for principal amounts exceeding the equivalent of RM 5 million. Permission is usually granted if the loan proceeds will be used for “productive” purposes.
10 Other costs of external finance include the direct costs of underwriting and administrative fees and indirect costs, such as potential financial distress costs as the probability of bankruptcy rises with leverage. There are also issues related to the dilution of ownership if equity finance is raised (this may be particularly important for a family-owned business thinking of listing), the need to present required information to the public (which may also be perceived as passing information to competitors), and the tax treatment of different types of financing instruments (debt-interest payments are tax deductible in many countries).
11 There are a number of reasons why the cost of equity finance may be higher than debt finance. Under a debt contract, it is easier to specify the actions of the borrower, for example, by attaching covenants to the loan. However, for equity finance, dividend payments are discretionary, and, hence, a higher level of monitoring of the manager’s performance may be required to assess the true position of the company given that the manager’s incentives may not coincide with those of the shareholders. Also, equity issues are often regarded as an adverse signal regarding a firm’s future prospects because the current owners are reducing their ownership of the company.
12 Singh (1995) lists a number of factors behind the importance of equity finance in many developing countries: governments have actively played a major role in the expansion and development of these markets; the relative cost of equity capital has fallen significantly as a result of large rises in share prices during the course of the last decade at the same time that the cost of debt finance has increased; and the supply of new equity appears fairly elastic in developing countries. Also, the nature and extent of shareholder monitoring is typically very different from that in industrial countries, as is evidenced by the relative rarity of takeovers.
13 Unfortunately, the data for Thailand are incomplete in many aspects.
14 A number of potential problems may hamper the interpretation of these results. The mean of the ratios that are reported in Table 4 may conceal significant differences across companies (however, the results for the median company are not that different); there may be questions about the quality of the accounting data used; the companies in the sample are unlikely to be representative of small and medium-sized companies that do not have access to the capital markets and may have more limited access to bank finance; and, given that the sample stops in 1990, the changes that have taken place since then may have altered the results.
15 While it is possible to derive estimates of private corporate financing for Thailand, the data on financial institution lending in Malaysia do not allow the separation of private corporate and public enterprise borrowing. Consequently, for the sake of consistency, the results for the combined private corporate and public enterprise sectors are discussed for both countries. It is also not possible to exclude mortgage lending from the Thai lending data, so some lending to the household sector is caught in these figures. The financing raised from the domestic bond market and the international financial markets by the banking and finance sector is not directly included in these figures, but is, instead, effectively intermediated through the domestic banking system and appears as domestic lending (in either foreign or domestic currency).
16 Two shortcomings are associated with this assumption. First, direct loans from parent companies abroad will not be picked up in these calculations; other forms of foreign direct investment, however, should be accounted for. Second, in the absence of data on outward foreign direct investment, any funds raised for this purpose will be erroneously attributed to the financing of domestic investment.
17 If a firm is not given access to some markets, its cost of external finance is effectively infinite.
18 A VAR model is a system of ordinary least squares regression equations that estimate how each variable is related to the lagged values of all the variables in the system, A more detailed discussion is given in Appendix II.
19 As the variables are graphed in log levels, the responses can be interpreted as percentages of initial value. Hence, a value for domestic credit of –1 in the period after the shock means that domestic credit is 1 percent lower than its value in the initial period.
20 “Statistically significant” means that the estimated response is statistically different from zero at the 5 percent level of significance. Appendix II displays the impulse response functions graphed within two-standard-error bands.
21 In fact, the change in the interbank rate explains less than 4 percent of the change in actual lending rates between 1976 and 1986, but explains 31 percent in the later period. (This result is based on a comparison of the R2s from regressions of the monthly change in the lending rate on the contemporaneous and six-lagged monthly changes in the one month interbank rate, over the two sample periods.)
22 VARs employing the average overnight interbank rate were also estimated, but indicated no significant responses in either sample period.
23 Given the number of parameters to be estimated, six years is the shortest subsample that could be reliably used for estimation.
24 We obtained somewhat stronger results by assuming domestic credit to be the policy instrument; however, to maintain comparability with the Malaysian VARs, results using the minimum loan rate were presented here.
25 Production, price, and domestic credit data are highly seasonal in both countries. Seasonally preadjusted series were not used, however, because procedures such as XII fit two-sided moving averages through the data, and the adjusted observation for any given month actually incorporates information about previous and subsequent months. This makes the interpretation of the error terms as unanticipated shocks suspect. The disadvantage of including the seasonal dummies in the vector autoregressions is that—owing to the underlying assumption of a log-linear pattern of seasonality—the seasonal pattern is not fully accounted for. Hence, some of the estimated impulse responses have a “jagged” shape in early periods.
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1 The rule currently limits exposure to an individual borrower to 20 percent of capital and exposure to a single company to 35 percent (20 percent by March 1997). The sum of exposures to all affiliated entities must not exceed 12.5 percent of capital (10 percent after March 1997).
2 In late 1995, Bank Lippo was hit by rumors of real estate losses in the Lippo corporate group. Although the bank reportedly was well capitalized, investors withdrew deposits and the bank entered technical default for one day. A group of private banks cooperated to inject liquidity into the bank so that it could meet its obligations (Sinclair, 1996).
3 This is the same measure Folkerts-Landau and others (1995) used to analyze volatilityin Hong Kong, the Republic of Korea, Mexico, and Thailand.
4 A closed-end fund has a fixed number of shares and is funded by a onetime offer of shares to the public. In contrast, an open-ended fund has a variable number of shares and permits new share purchases and redemptions at the current net asset value of the fund, which is normally computed daily. Shares in a closed-end fund are traded on a stock exchange at a price that may be either a premium or a discount to the net asset value of the fund.
Note: Peter Montiel is Professor of Economies at Williams College in Massachusetts, U.S.A.
1 The inference that maintaining the real exchange rate at an overly depreciated level relative to its equilibrium rate will result in higher inflation is based on recent research that examines the macroeconomic consequences of real exchange rate targeting. See, for example, Adams and Gros (1986), Lizondo (1989), and Montiel and Ostry (1991), For the rate of inflation to play the equilibrating role under real exchange rate targeting, a necessary condition is that superneutrality does not hold; that is, the economy’s real equilibrium must not be invariant with respect to a change in the rate of growth of the money supply.
2 The REER is measured as the ratio of partner-country prices to domestic prices; that is, an increase is a real depreciation. The price indices used are the partner-country and domestic consumer price indices, and partner-country weights reflect trade shares for all major trading partners of the countries involved except Taiwan Province of China, for which no data were available. Because Taiwan Province of China accounts for a relatively small share of the total trade of these countries (less than 5 percent in all cases), the real exchange rates calculated here are highly correlated (in all cases the correlation coefficient exceeds 0.95) with the more comprehensive measure over the period for which it was available.
3 The most influential empirical investigation of the factors driving the current inflow episode is Calvo, Leiderman, and Reinhart (1993).
4 This is the procedure suggested by Campbell and Perron (1991) when the deterministic component is not known ex ante.
5 These results are consistent with those derived by Mark (1990) for a set of industrial countries.
6 This variable was available for Malaysia, Singapore, and Thailand.
7 TOT was not available for Singapore.
8 OPNTX was available for Malaysia, Singapore, and Thailand.
9 During 1960–85, the growth of output per worker averaged 5.5 percent in Japan, compared with 4.3 percent in Singapore, 3.7 percent in Thailand, and 3.4 percent in Malaysia (see Young, 1994).
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1 Aggregates for ASEAN are averages weighted on the basis of purchasing power parity for Indonesia, Malaysia, the Philippines, Thailand, and Singapore. The medium-term projections are based on certain technical and policy assumptions and, hence, should be considered indicative of broad trends rather than forecasts of the most likely outcome for specific years.
2 See International Monetary Fund (1996) for a more detailed analysis of the links between inflation and growth in the world economy in the postwar period.
3 Conditional convergence is discussed in International Monetary Fund (1994). For a more extensive review of modern growth theory, see Barro and Sala-i-Martin (1995).
Note: Jeffrey A. Frankel is Professor of Economics, University of California, Berkeley, and, since writing this paper, Member of the President’s Council of Economic Advisers. Shang-Jin Wei is Assistant Professor of Public Policy at Harvard University’s Kennedy School of Government and Faculty Research Fellow at the National Bureau of Economic Research. The authors would like to thank the Japan-United States Friendship Commission, a U.S. government agency, for research support.
1 References include DeRosa (1993a, b, 1995), Jackson (1991), Jaggi (1995), Panagariya (1994), and U.S. International Trade Commission (1993).
2 International trade regulation (ITR) 1/13/93, 5/3/95. After advancing the date for creation of the free trade area from 2008 to 2003, the ministers, at a December 1995 summit, put forward a plan to further accelerate the date—specifically, to reduce 89 percent of the tariffs below the 5 percent level by the year 2000 (Asian Wall Street Journal, July 31, 1995; Financial Times, July 22, 1996).
3 Also, Center for Research and Communications (1994), Cooke and others (1993), De Rosa (1993a), Institute of Southeast Asian Studies (1992), Lewis and Robinson (1996), Menon (1996), and others. Analogous conventional wisdom applies to trade-within Latin America and within Africa.
4 This statistic is computed by counting the trade between each pair of ASEAN countries twice. This is necessary if the intragroup trade share calculated for individual members is to be comparable with the intragroup share calculated for the group as a whole (e.g., Frankel, 1996). Another way of computing the statistic is to count trade between each pair of members only once (as in Frankel, 1993; or Frankel and Wei, 1994). It makes little difference for cross-group comparisons. The latter measure shows an increase in intra-ASEAN trade (including Brunei Darussalam) from 7.7 percent in 1980 to 9.7 percent in 1990 and 11.8 percent in 1994. If one includes Indochina in the grouping, the data (not available for the 1980s) show an increase from 10.2 percent in 1990 to 11.8 percent in 1994. In both cases, the upward trend is wiped out if one normalizes for the weight of the region in world trade, as explained below.
5 In this context, Hummer (1994) argues that ASEAN has eschewed timetables and commitments—rather than making and breaking them, like other regional clubs—which is a strength.
6 Despite widely held fears of a new yen bloc in Asia (e.g., Arase, 1991), Japan is the only industrial country that does not have reciprocal preferential trading arrangements with any neighbors. Proponents of the yen bloc hypothesis argue that Japan is forming an economic bloc in the same way that it runs its economy—through policies that are implicit, indirect, and invisible. This is a hypothesis to be tested with the gravity model (sec next section).
7 This is not to say that intra-ASEAN trade has increased at only the same rate as ASEAN global trade. Rather, when two economies are growing more rapidly than others, the best benchmark for the growth in trade between them (relative to the world) is the sum of their individual growth rates (relative to the world). This principle emerges from the gravity model.
8 The issue is fully explored in Frankel (1996); and Frankel, Stein, and Wei (1995).
9 Not long ago, the gravity model was said to be lacking in theoretical foundations. Then the proposition that trade is proportional to the product of partner sizes was shown to follow naturally from models of trade in imperfect substitutes, as shown by Helpman and Krugman (1985). Today, it seems that the model has an embarrassment of riches: theories compete for the honor of being designated its foundation (Deardorff, 1995). The state of play is perhaps best summed up by pointing out that, if one sets out to explain bilateral trade, one is hound to end up with some version of the gravity model.
10 We have also tried our tests with a more thorough measure of distance that takes into account land and sea routes, the data generously supplied by Wang and Winters (1991). The results tend to be similar (Frankel, Wei, and Stein, 1995).
11 The other tree trade areas considered in the statistical analysis reported in Table 2 included the EU, NAFTA, MERCOSUR, the Andean Pact countries (ANDEAN), and Australia-New Zealand (ANZCERTA). A seventh tree trade area, the European Free Trade Association (EFTA), is included in the statistical analysis reported in later tables.
12 These results are reported in Frankel (1993, Tables 2.2–2.4)
13 The addition of these countries is one way that the trade results reported here differ from those in earlier studies of ours, such as Frankel (1993), Frankel and Wei (1994,1995a, b), and Frankel, Stein, and Wei (1995).
14 One cannot take comfort in the idea that a country as small as Brunei Darussalam will not have a major effect on the econometric estimates. A small country counts at least as much as a medium-sized one. (To the extent that large-country data are thought to be more informative than small-country data, heteroscedasticity may be a problem. We have tried an appropriate remedy and found that the basic results do not change. But we have not specifically done this with Brunei Darussalam in the sample.)
15 As indicated by the negative signs on the dummy variables labeled INDCHA (Indochina and Myanmar) in Table 5.
16 Merrill Lynch, Global Economics and Currencies, November 15, 1995.
17 World Bank, World Debt Tables, 1994–95. The strong upward trend continued in 1995 as well.
18 Recent writings on FDI and possible blocs in Fast and Southeast Asia include Katzenstein and Rouse (1993) and Hirata (1994).
19 Fry (1993), however, models FDI into Southeast Asia as determined by macroeconomic factors, much like portfolio investment.
20 ’Classic citations include Kindleberger (1969), Dunning (1979), Hymer (1976), and Caves (1982). A recent collection on FDI is Froot (1993).
21 Ramstetter (1991a, b), Graham (1994), and Stein (1995) explain the data problems. Other general reviews of Japanese FDI include Komiya and Wakasugi (1991) and Encarnation 1992).
22 See Lee and Roland-Hoist (1993) for Indonesia.
23 Through June 30, 1997, Hong Kong was administered by the United Kingdom. It was returned to the People’s Republic of China as of July 1, 1997, and became a special administrative region of China.
24 FDI with China is discussed and analyzed in Wei (1996). The Republic of Korea’s share of Japanese FDI has dropped sharply since 1973.
25 Patterns of horizontal division of labor across Southeast Asian countries in specific industries are described in Doner (1991, 1993) and in the contributions to Doherty (1994).
26 Stein (1995) finds that credit market conditions in Japan and the exchange rate are Strong explanatory factors for HDI into Asia.
27 Frankel (1993). The statement extends also to monetary and financial links. The dollar is still by far the leading currency of Asia, not the yen (Frankel and Wei, 1994).
28 “Japan, NIEs Target China, Indochina,” The Nikkei Weekly, January 11, 1992, p. 20.
29 The logical fourth possibility, lower imports into the source country from the host country, is dismissed by Graham and Anzai (1994) as not relevant. But Kwan (1994) points out that Indonesia’s exports of raw materials (crude petroleum) to Japan, for example, may fall if Japanese affiliates take over the processing (refining) of the materials on location.
30 Kwan (1994). In one respect, everyone agrees that Japanese FDI in Southeast Asia fits the “Japan, Inc.” mold: it has been helped along by the sogo shosha, the large trading companies, especially in textiles. Whether the Japanese government in any sense centrally directs the operations of the multinationals is much more controversial, however. The volume-edited by Frankel and Kahler (1993) contains some debate on the subject between economists and political scientists.
31 Froot (1993). Hufbauer, Lakdawalla, and Malani (1994), in a study of FDI by the United States, Japan, and Germany find, surprisingly, that Japan is the only country where outward FDI consistently raises imports more than exports. But Fry (1993) finds that this is also true of aggregate FDI into Southeast Asia.
32 Eaton and Tamura (1994, 1996) estimate bilateral gravity models for FDI, but they include only two source countries: the United States and Japan. They find that features of a country associated with more trade with the United States or Japan are also associated with more FDI from those countries.
33 Eaton and Tamura (1996) find in their gravity model that distance inhibits FDI muchless than it inhibits trade.
34 Graham (1994) points out the simultaneity, estimates a gravity equation for both FDI and trade (U.S. bilateral), and shows that the residuals are correlated. Eaton and Tamura (1994) do the same, using both Japan and the United States as source countries. But with-out the benefit of instrumental variables, which are excluded from each equation, one cannot disentangle the causality.
35 Frankel (1996). The apparent effect of FDI on trade vanishes with the instrumental variables technique.
36 Or, equivalently, population. Eaton and Tamura (1996) argue that population is a key determinant of the extent to which corporations exploit a technological advantage through either FDI or exports.
37 Militating against this outcome is the huge amount of FDI from Japan to the United States.
38 Akamatsu (1962), Yamazawa (1990), and Kwan (1994). The inverted “V” pattern was intended by the originators of the (lying geese metaphor simply to describe the rise and fall of a given Asian country’s comparative advantage in a given industry (say, textiles or toys, followed by chemicals, steel, autos, and advanced technology). We think that the same metaphor can be made more vivid if Japan is envisioned as the lead goose in a horizontal “V,” flanked by Singapore and Hong Kong, and the Republic of Korea and Taiwan Province of China, then followed by Malaysia and Thailand, and Indonesia and the Philippines, and finally China and Indochina bringing up the rear (and India as well; some geese are very much larger than others). The lead goose ascertains which economic territory is the most rewarding to enter, and the others in sequence follow the lead of those that went before.
39 Frankel, Romer, and Cyrus (1996). Our results indicate that the observed effect of trade-on growth and the observed effect of growth on trade each survive the attempt to take into account their simultaneous existence. Thus, for example, simultaneity bias attributable to the endogeneity of income does not appear to have affected our estimates of the gravity model.
40 Panagariya (1994), like the other, more formal, studies, argues that ASEAN countries would be better off liberalizing unilaterally or multilaterally than through a tree trade area. Kwan (1994) and Plummer (1994) argue that the members of ASEAN are too similar to form a successful free trade area, but that expansion to include Indochina, or to include the newly industrializing economies and Japan, might give the group the necessary economic complementarity.
41 The figures are for 1992 and use current exchange rates to compare countries’ incomes (World Bank, 1993). The differences are compressed if purchasing power parity rates are used. For example, the ratio of Singapore’s income level to Vietnam’s drops from 71 to 13(for 1994, from Merrill Lynch, Global Economics and Currencies, November 15, 1995).
42 Chapter 10 of Frankel (1996) is an extended survey of the topic.
Note: Michael Sarel is an Economist in the Asia and Pacific Department of the IMF. The author thanks Charles Adams, Aart Kraay, Jonathan Ostry, Assaf Razin, David Robinson, Anoop Singh, Mark Stone, and the participants of the conference and a departmental seminar for helpful suggestions and comments on an earlier draft.
1 ASEAN is the Association of South East Asian Nations and it includes seven members. This study concentrates on five ASEAN economies: Indonesia, Malaysia, Philippines, Singapore, and Thailand (because of a lack of historical data, the study does not cover Brunei Darussalam and Vietnam). The study also includes the United States, mainly as a reference point to gauge the estimated results for the five ASEAN economies.
2 Intensive growth means that the economy grows because it uses new technologies and becomes more efficient, creating more and more output per unit of inputs, while extensive growth means that the economy grows because it uses more resources as inputs, such as more factories, buildings, and machines, and has higher participation rates in the labor force. A mathematical analysis of this distinction is presented in Appendix I.
3 The very low TFP growth that Young (1995) estimates for Singapore (0.2 percent during 1966–90) is partly caused by the quality adjustment of labor that he performs. However, even with no such adjustments, the estimated TFP growth we can derive from Young’s calculations is still low (0.7 percent).
4 They also generated many articles and commentaries in the popular press. For example, a whole section in the Asian Wall Street Journal, entitled “Dismal Science” (October 9, 1995), was devoted to this topic.
5 Numerous studies have examined this issue. Most of them, however, concentrated on one economy only. Wong Fot Chyi (1995) surveys about a dozen previous studies that had estimated TFP growth for Singapore. Tinakorn and Sussangkarn (1994) have estimated strong TFP growth for Thailand.
6 We assume a Cobb-Douglas production function. See Appendix I for details.
7 It is important to notice that such differences in estimates of α are not uncommon in TFP studies. For example, Young (1995) uses in his growth accounting exercise the following values of α: 0.37 for Hong Kong, 0.49 for Singapore, 0.30 for the Republic of Korea, and 0.26 for Taiwan Province of China.
8 The intuition for this result is that capital growth rates are usually higher than labor growth rates, and capital growth accounts for more output growth when α values are higher. But the capital growth rate in the Unites States was very low (relative to Indonesia), and therefore the TFP calculations for the United States are less affected by changes in values of α than similar calculations for Indonesia or for other countries with high rates of capital growth.
9 The cross-country approach described here can easily be extended to a time-series dimension. For example, we can compare Indonesia in 1980 with Indonesia in 1995. Or, wecan compare Indonesia in 1980 with Canada in 1995.
10 The share of agriculture in the economy, for example, is larger in Indonesia than in Canada, and it is possible that the factor shares in agricultural production are not identical to the factor shares in other major economic activities, such as manufacturing.
11 the methods of production in each sector of the economy (including in agriculture) may be different, because Canada has achieved a higher development level (e.g., its farmers have access to better, more expensive tractors)
12 The problems caused by these factors, and the reasons why they might affect the income-shares (rather than the technological factor shares), are discussed in Appendix III.
13 In other words, it is assumed that no additional factors would affect the factor shares in a systematic and predictable way.
14 Table 1.10: Gross Domestic Product by Kind of Activity, in Current Prices. We use United Nations (1982) to obtain data for 1978–81, and United Nations (1992) for 1982–91.
15 Many other factors affect cross-border investment flows, including the skill level of the workforce, political stability, external relations, property rights, and law enforcement Still, when all other factors are equal, it is reasonable to expect capital to flow to the country with the highest MPK.
16 The output-capital ratio and the marginal productivity of capital are clearly affected by business cycles: when economic activity is strong, these values are relatively high. However, the variation in these values goes far beyond the effects of business cycles.
17 However, as a result of rapid capital accumulation, the MPK in Thailand appears to be on a declining path.
18 The adjustment of the Singapore data for the presence of foreign workers (described in Appendix II) has only a minimal effect on the estimated TFP growth during 1978–96 (2.2 percent, compared with 2.5 percent when no adjustment is made). It has, however, a significant effect on the estimated TFP growth rate during 1991–96 (2.5 percent, compared with 3.6 percent when no adjustment is made).
19 Because of the way it is calculated, TFP growth is a strongly procyclical variable. This should not matter much over a long period (such as the 18-year period 1978–96), but can be important over shorter periods (such as the five-year period 1991–96).
20 Such an estimation is, of course, very sensitive to underlying assumptions and is not intended to be used as a serious forecasting tool.
21 This was particularly important in Thailand.
22 A second reason why growth rates in ASEAN economies are expected to decline in the future (and one that is not captured in Table 3) is that these economies are gradually closing the technological gap with the more advanced economies. As this gap gets smaller overtime, it is difficult to expect the high rates of TFP growth experienced by the ASEAN economies in the past to continue indefinitely in the future. When an economy changes from a technological follower to a technological leader, it probably cannot sustain rates of TFP growth that are much higher than those in the rest of the world.
23 The presentation here is identical to that in Sarel (1995b).
24 This term is also known as the rate of Hicks-neutral technological progress or the Solow residual.
25 We use the latest available version of this database, PWT 5.6a. This is a version of PWT 5.0—described by Summers and Heston (1991)—that was updated by the National Bureau of Economic Research in 1995.
26 An alternative way of regarding TFP growth would be as a measure of our ignorance (because it represents the residual in growth accounting exercises). In this case, it would make more sense to perform quality adjustments.
27 In the steady state of the neoclassical growth model, both output per person and capital per person grow at the same rate, which is proportional to the growth rate of TFP, the exogenous variable in the model. An increase in TFP growth will cause the economy to shift to a new steady state, with a higher growth rate of output and capital. See, for example, Sarel (1994).
28 This can be caused by endogenous fertility choice or endogenous labor participation. With a faster rate of technological progress, families may decide to have fewer children but to invest more resources in raising and educating each child.
29 Some modifications to the regression specification can be made to estimate time trends or country effects, but these modifications necessarily reduce the number of degrees of freedom in the regression, which is usually quite low in the first place.
30 Rachel van Elkan (1995, p. 8) discusses this problem in the context of foreign direct investment in Singapore and suggests an interesting partial solution: “The assumption that income shares reflect output elasticities is likely to be violated for capital goods, especially in the case of foreign direct investment, where monopoly suppliers of capital goods may earn a return in excess of the marginal product of capital. Accordingly, in what follows, income accruing to capital is reduced by the amount of the monopoly rent, assumed to be equivalent to 1 percent of the current value of the capital stock (see MAS [Monetary Authority of Singapore] (1993)).” The MAS study was later published by Wong and Gan (1994).
31 Pai (1991), for example, describes the tax policy in Taiwan Province of China from his perspective as the Chairman of the Hoard of the Export-Import Bank. After describing the various tax measures that the government adopted over the past 40 years, Pai concludes: “It is very clear that the tax incentives described above were aimed at promoting investment in productive enterprises, stimulating export sales, and encouraging saving” (p. 49). As another example, Bahl, Kim, and Park (1986) write: “Korean tax policy was much oriented to supporting rapid economic growth” (p. 46).
32 These other types of workers are a crucial component of the labor force in developing countries. For example, the International Labor Office (1992) reports that the total number of workers in Thailand in 1988 was 30 million (excluding the unemployed). Of these, 9 million were “employers and own-account workers,” 13 million were “unpaid family workers,” and only 8 million were “employees.”
33 For example, in a country that does not have extensive social security benefits bin requires employers to pay social security contributions, the agricultural sector will mainly consist of unpaid family workers and will have relatively few employees, in a country that offers tax advantages to small firms, the commerce sector will mainly consist of small firms with the owner reporting as self-employed; and, in a country with very progressive tax rates on personal income, the commerce sector will consist of many small enterprises, where the extended family members of the enterprise owner are registered as formal employees and are (formally) receiving a generous salary.
34 The first database was published by the United Nations (1982, 1992), the second was published by the International Labor Office (1982, 1992), and the third is a 1995 NBER update of Summers and Heston (1991).
35 Sixteen countries have complete information for one of the two periods and 10 have information for both. The sample therefore contains 36 observations. Although most countries in the sample have a relatively high income, some low-income countries are also included.
36 This methodology follows United Nations (1992, pp. ix-x).
37 Some countries do not provide separate data on “capital consumption,” and this item is already included in “gross surplus.”
38 The rationale for doing so is that we have information about the status of these workers, which we can use to compute the weights that divide them among the different activities. For example, unpaid family workers are more likely to work in agriculture than in manufacturing.
39 This is, admittedly, largely an ad hoc assumption. In the future, if more micro data about relative real compensation of the three groups become available, this issue can easily be readdressed.
40 For example, the labor force is usually better educated in developed economies. Technologies that use better educated workers may differ from technologies that use less educated workers.
41 These results describe the estimated capital share within the sample. Other economies’ capital shares will vary according to their production structure and level of development.
Note: Titles of speakers are as of the time of the conference.